Gradient projection method for convex functions

and strongly convex sets.

M. O. Golubev
maksimkane@mail.ru

Department of Higher Mathematics
Moscow Institute of Physics and Technology (SU)

SOPHIA ANTIPOLIS

June 29, 2015



H - the Hilbert space over R.

M. O. Golubev



H - the Hilbert space over R. (p, x) is scalar product for vectors
p,x € H.

M. O. Golubev



H - the Hilbert space over R. (p, x) is scalar product for vectors
p,x € H. Let Br(x) ={y e H| |ly — x|| < R}.

M. O. Golubev



H - the Hilbert space over R. (p, x) is scalar product for vectors
p,x € H. Let Br(x) ={y e H| |ly — x|| < R}.

Definition

The metric projection of the point x € H on the set AC H is

defined as follows Pa(x) = {a EA||x—all= im;\ |x — y||}
ye

M. O. Golubev



H - the Hilbert space over R. (p, x) is scalar product for vectors
p,x € H. Let Br(x) ={y e H| |ly — x|| < R}.

Definition

The metric projection of the point x € H on the set AC H is

defined as follows Pa(x) = {a EA||x—all= im;\ |x — y||}
ye

The set Pa(x) is a singleton for any closed convex subset A C H
and for any point x € H, i.e. Pa(x) = {a(x)}. Moreover, for any
pair of points xp, x1 € H, {aj} = Pa(x;), i € {0,1} we have

lao — a1l < 1-[[x0 — xal|-
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H - the Hilbert space over R. (p, x) is scalar product for vectors

p,x € H. Let Br(x) ={y e H| |ly — x|| < R}.

Definition

The metric projection of the point x € H on the set AC H is

defined as follows Pa(x) = {a EA||x—all= im;\ |x — y||}
ye

The set Pa(x) is a singleton for any closed convex subset A C H
and for any point x € H, i.e. Pa(x) = {a(x)}. Moreover, for any
pair of points xp, x1 € H, {aj} = Pa(x;), i € {0,1} we have

lao — a1l < 1-[[x0 — xal|-

For a subset A C H and a number ¢ > 0 we define the open
o-neighbourhood of the set A

Ua(o) = {x € H | 0a(x) < o}.
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Definition

A nonempty subset A C H is called a strongly convex set of radius
R > 0 if it can be represented as the intersection of closed balls of
radius R > 0, that is there exists a subset X C H such that

A= ) Br(x).

xeX
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Definition

A nonempty subset A C H is called a strongly convex set of radius
R > 0 if it can be represented as the intersection of closed balls of
radius R > 0, that is there exists a subset X C H such that

A= () Bgr(x).
xeX
Definition

Normal cone to the set A C H at the point a € A is the following
set

N(4i2) = {p € H |sup(px) < (p.a) ).
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Theorem (M. V. Balashov, M. O. Golubev)

Let A C H be a closed convex subset. Then the following
properties are equivalent

M. O. Golubev



Theorem (M. V. Balashov, M. O. Golubev)

Let A C H be a closed convex subset. Then the following
properties are equivalent

1) A is a strongly convex set of radius R > 0,

M. O. Golubev



Theorem (M. V. Balashov, M. O. Golubev)

Let A C H be a closed convex subset. Then the following
properties are equivalent

1) A is a strongly convex set of radius R > 0,

2) Yo > 0,Vxp,x1 € H\UA(Q), {a,-} = PA(X,'), I € {0, 1},

la0 — an|| < xo = all.

(R+0)

M. O. Golubev



Consider the minimization problem

f(x) > min, xe€ACH. (1)
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Consider the minimization problem
f(x) > min, xe€ACH. (1)
Consider the standard gradient projection algorithm:

Xk41 = Pa(xk — axf'(xx)), x1 € A, «ax > 0. (2)
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Suppose that:

(i) f: H — R is convex, differentiable and the gradient
f'(x) satisfies the Lipschitz condition with constant
M >0, ie. forall x;,xp € H

I (1) = FO)ll < Mix1 = e,
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Suppose that:

(i) f: H — R is convex, differentiable and the gradient
f'(x) satisfies the Lipschitz condition with constant
M >0, ie. forall x;,xp € H

I (1) = FO)ll < Mix1 = e,

(i) A C H is strongly convex with radius R,

(iii) for any k € N there exists a unit vector
n(xx) € N(A; xx) such that (n(xx), f'(xk)) <0, (i.e.
xx — axf'(xk) ¢ A for any ay > 0),

(iv) the problem (1) has a unique solution x, € JA.
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Theorem
a. Suppose that conditions (i)-(iv) hold. Let ay = o € (0, %] Let
t= m(igrjq”f’(x)H > 0.

X€E

Then the sequence xy, generated by the rule (2), converges to the
solution of (1) at a rate of geometric progression:
I5s1 — el < qllxi — x.||, where g =

V(R +a2t?)(R+at)? '
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Theorem
a. Suppose that conditions (i)-(iv) hold. Let ay = o € (0, %] Let
t= m(igrjq”f’(x)H > 0.

X€E

Then the sequence xy, generated by the rule (2), converges to the
solution of (1) at a rate of geometric progression:
I5s1 — el < qllxi — x.||, where g =

V(R +a2t?)(R+at)?’

b. Suppose that conditions (i)-(iv) hold. Let cye = o € (0, Z].
Then the sequence xi, generated by the rule (2), converges to the
solution of (1) and the estimate holds: ||xx+1 — Xx«|| < qillxk — X«

_ 4 R?
where gk = \/ rerlFGaE -
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Theorem

Suppose that conditions (i)-(ii) hold. Let @ < 1, where
t= m(i?rquf’(x)H > 0.
X€

The sequence x is generated by the rule (2) with ay = a > 0 for
any k.
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Theorem

Suppose that conditions (i)-(ii) hold. Let y < 1, where
t = min ||f'(x)|| > 0.

X€0A
The sequence x is generated by the rule (2) with ay = a > 0 for
any k.
a. ifa € (%, %] then the sequence xy converges to the solution
of (1) at a rate of geometric progression:

%41 — Xl < gl|xic — x|, where g = _F

at—R’
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Theorem

., . . .o RM
Suppo§e that conditions (i)-(ii) hold. Let =% < 1, where
t = min ||f'(x)|| > 0.
X€0A
The sequence x is generated by the rule (2) with ay = a > 0 for
any k.
a. ifa € (%, %] then the sequence xy converges to the solution
of (1) at a rate of geometric progression:
X1 — x| < qllxic — x|, where g = B
b. if a > 2 then the sequence xx converges to the solution of (1)

at a rate of geometric progression: ||xx+1 — X«|| < ql[xk — X«
R(aM-1)
at—R °

7

where q =
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Definition
Suppose that subset U C H is convex. Function f: U — R is

called strongly convex with constant v > 0 on the subset U if
function f(x) — %||x||? is convex on the subset U.
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Definition

Suppose that subset U C H is convex. Function f: U — R is
called strongly convex with constant v > 0 on the subset U if
function f(x) — %||x||? is convex on the subset U.

Suppose that:

(v) f: H— R is strongly convex with v > 0,
differentiable and the gradient f’(x) satisfies the
Lipschitz condition with constant M > 0, i.e. for all
x1,xp € H

If'(x1) = £ ()| < Mx1 — x|.
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Theorem

a. Suppose that conditions (ii)-(v) hold. Let
ay =o€ (o,min {% ﬁw}) M > ~. Let
t= Xnggl\ |f'(x)|| > 0. Define the number

L=L(a,v, M) =

. 2()éyM
=m 1-2 ol 2M2,H1—
In{\/ ay + 5 M}
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Theorem
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L=L(a,v, M) =

. 2()éyM
=m 1-2 ol 2M2,H1—
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Then the sequence xi, generated by the rule (2), converges to the
solution of (1) at a rate of geometric progression:

— x| < _ _ R .
Ixk+1 — Xl < qllxk — x«||, where g = (BT s L;
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Theorem 3.b

Theorem
b. Suppose that conditions (ii)-(v) hold. Let

Qg =« € (0, min {%, ﬁ}) Define the number

L=L(a,y,M) =

. 2ayM
= min 1—2ay+a2M2,, /1 —
{\/ v N 7+M}
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Theorem
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Qg =« € (0, min {%, ﬁ}) Define the number

L=L(a,y,M) =

. 2ayM
= min 1—2ay+a2M2,, /1 —
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Then the sequence xi, generated by the rule (2), converges to the
solution of (1) and the estimate holds: ||xk+1 — Xx«|| < qillxk — X«

_ 4 R?
where qk = {/ meral et -
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Thank you for your attention!
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