
Sensitivity Analysis of Nonresponse Bias in the Current Population Survey 
John Dixon; October 2008  
Bureau of Labor Statistics, Room 1950 
2 Massachusetts Ave., NE 
Washington, DC  20212-0001 
 
Abstract 
     Bias because of nonresponse in surveys is difficult to assess since information about nonresponders is rarely available.  Models of 
nonresponse are often used to estimate the bias, but they all have assumptions about the relationship between the modeled variables 
and the nonresponse process.  Sensitivity analysis can help explore the potential impact of the different assumptions.  This study looks 
at nonresponse in the Current Population Survey (CPS) and compares several methods for modeling nonresponse using match data 
from the Decennial Census as a criterion. Sensitivity analysis is used to provide insights into the models. Using these approaches, the 
effect of nonresponse bias on employment estimates is considered to be very small. 
 
Introduction 
     Studying nonresponse to household surveys is difficult because of a lack of information about nonrespondents. For panel surveys 
information can be borrowed from other panels. Survey households may also be matched with other sources, usually administrative 
data (registers) or censuses.  
     For a single administration of a survey, information can be modeled based on characteristics of those interviewed early and late in 
the interview process.  The lateness of response (for example, the last 5 percent) can be used, since if the effort to collect the data had 
ended earlier, they would have been nonrespondents (Bates and Creighton, 2000; Chiu, Riddick, and Hardy, 2001).  Aggregate data 
from other surveys could also be used to model nonresponse.  In this study nonresponse bias is examined for employment status as 
measured by the long form of the 2000 census.  The Current Population Survey (CPS) was matched to the long form, and the 
nonresponders from the CPS were used to estimate bias.  Sensitivity analysis is used to give further insight into the potential bias. 
      
 
Data Sources 
     A key source of data in this study resulted from matching person-level Census long-form data to Current Population Survey (CPS) 
cases.  Therefore, information obtained from the Census could be used to describe nonresponse cases in the CPS.  Data from the CPS 
were selected for February through May, 2000, to cover the response time frame for the 2000 Census long form1 (There were 212,914 
enumerated persons with interviews or refusals in this time period.  Noncontact was not analyzed in this paper).     
    Details about the CPS can be found in Technical Paper 63.   The CPS is the primary source of information on the labor force 
characteristics of the U.S. population. Similar estimates can be generated from the Census.  However, many methodological 
differences may contribute to differences between the CPS and Census, which are discussed in Dixon (2004). 
 
Methods 
     The matching process failed to match about 10 percent of the CPS household members using the Census long form.  The match 
was less successful for those who refused the CPS interview (no match for 25 percent of refusers).  Statistical analyses in Dixon 
(2004) indicated there was only a small effect of matching on nonresponse bias estimation, so matching won’t be studied in this 
paper. 
     The variables used to model nonresponse were adapted from Groves and Couper (1998), and Dixon (2001).  A model with 17 
predictors and 72 interactions was examined and reduced to a model with 8 predictors and 5 interactions.  The adjusted pseudo r-
square went from .23 to .20.  While the goodness of fit statistics indicated there were other terms that should be added to the model, 
this model represented a trade-off between complexity and fit. 
     Weighted data were used, based on the sampling and match probabilities.  No substantial differences were found relative to an 
unweighted analysis.  Similarly, no adjustment was made for sample design since the random selection of census long form 
respondents was expected to remove any design effect in the CPS.  The variances are for the chosen sample, not for national 
estimates. 
     A logistic model was used to contrast the employment status (employed or not employed?) for those who responded to the survey 
with those who refused the survey based on information from other panels or the Census. 
 
Sensitivity analysis 
     Sensitivity analysis covers a very broad range of methods that attempt to model the impact of unknowns on estimates (Greenland, 
1996).  The unknowns are characterized by assumptions in the estimation process.  In surveys this could include assumptions about 
the sampling frame, the sampling method, nonresponse, measurement error, distribution of the measures, to name some of the popular 
concerns.  The method has been used to study nonresponse and missing data problems (Scharfstein and Irizarry, 2003)   
     Simulation is a “back of the envelope” approach, where there are too many variables to fit on an envelope.  The method has long 
been used in statistics to study the robustness of statistical methods, and similar techniques are used in sensitivity analysis.   

                                                           
1 Census Day was April 1, 2000. 



     Mixture models are more specific in studying the frame and sampling characteristics.  How large a difference between an RDD 
sample and a cell phone sample is needed to impact estimates?  How could the differences in the distribution of nonrespondents 
impact estimates?  Since we don’t usually have direct estimates of these unknowns, mixture modeling can be used to model a range of 
potential impacts given different assumptions about the data. 
     Propensity models are one of the most popular ways to study nonresponse, and they will be used as the principal method for this 
study.  The bias of an estimate is thought to be affected by the relationship between the propensity to respond and the estimate of 
interest.  In this study I will use labor force characteristics as my example of an estimate. 
     Bayesian methods are another popular method for studying the impact of unknowns.  This includes Bayesian model averaging; 
where different models are combined to give a more robust estimate, and the impact of the differences of the models is viewed as a 
sensitivity analysis.  Small area estimation is also used.  By studying the impact of nonresponse across different small areas the 
sensitivity of the estimates for the parameters of the small area can be investigated. The current study used the previously developed 
models and used several sensitivity methods to study nonresponse bias in the CPS.  
     Many potential sources of data can be used in the different models.  Frame data is most often used, where the characteristics of 
sampled units can be used to predict nonresponse, but most models tend to be poor predictors.  Panel data, where responses from 
other times in the survey series are used for bias estimation is often used, but those who never respond are still an unknown.  Match 
data, where information from administrative sources (or a census) is available, are especially useful in giving information about those 
who never respond.  Contact history, often using the last 5 percent of respondents, can substitute for nonresponse (particularly 
noncontact).  Those who initially refuse can substitute for those who consistently refuse.  Follow-up samples of nonresponders can 
also be used for estimating the effect.  Each of the sources of information we might choose has assumptions which aren’t directly 
testable.  This makes a sensitivity analysis potentially useful.  Frame data is used in weighting adjustments for nonresponse.  The 
models which attempt to estimate nonresponse from frame data tend to have very low predictability (R-squares of a few percent are 
typical).   
 
Bias measures: 
     The relative bias provides a measure of the magnitude of the bias.  Interpreted similar to a percent, it is useful in comparing bias 
from survey measures which are in different scales.  
 
     Relative Bias Br(yr)=)/yr where Br(yr)  is the relative bias with respect to the estimate, yr. 

 
The bias ratio provides an indication of how confidence intervals are affected by bias. 
Bias Ratio = B(yr)/Standard Error 
 
Results 
     Simple estimates of means or proportions with their standard errors can be useful in a sensitivity analysis.  Table 1 shows the 
unemployment estimates (from the census measures) for those who responded to the CPS (3.86), for those who refused (4.99) and the 
overall measure (3.88).  Refusers have a higher unemployment rate than those who cooperate, but because there are so few refusers 
the effect on the overall estimate would only be -.02 of one percent.  The difference between the responders and the overall measure 
gives the bias (-.02), which has a relative bias of 0.5% and a bias ratio of 0.16%.  Using the estimates of bias and the standard errors 
in a simulation can give a rough feel for the potential impact of bias for different response rates.  Figure 1 shows the increase in bias 
as the nonresponse rate increases (with confidence intervals).  At the left hand bottom corner is where the survey currently is, with 
about 5% refusal and very small relative bias.  As the refusal rate increases, the bias grows linearly, and isn’t likely to be a problem 
(arbitrarily at the 10% relative bias level) until around the 10% refusal rate.  If the true bias were higher (1 standard error) the problem 
would be at the 7% refusal rate.  It is important to estimate the relationship between unemployment and refusal to see where the 
problem might be.  This simulation assumes that the nonresponse differences are constant across the different response rates.  If the 
rates were not constant, then the curve could look very different.  If the difference between respondents and nonrespondents was only 
large for those most likely to refuse, then the response rate would have little effect on the estimates, and the curve in Figure 1 would 
asymptote quickly. 
 
Census and CPS Panel data for refusers 
     A logistic model using only refusers who matched the Census was used to compare the difference between those who had CPS 
panel data and those who only had Census data (Table 2).  An indicator for Census/CPS was used as the dependent variable.  Separate 
models for seventeen variables, which had been found related to refusals, were used as independent variables.  An additional model 
was used with all the variables as simultaneous predictors to assess their unique relationship.  Hispanic members were more likely to 
be in the Census only (Odds ratio:4.2771), but only when adjusted for the other variables, as were homeowners (1.0288).  Refusers 
from multiple unit structures (MUL) and larger households (NUM) were more likely to be in the Census only, and never respond to 
the survey.     “Relatives present” were less likely to be in the Census only, as were Male, Black and White refusers.  
     Table 3 shows the model for the propensity to refuse based on panel data.  The resulting propensity score and it’s 95% confidence 
intervals were classified as “refusers” or “responders” based on the proportions which refuse in the CPS sample.  The resulting 
classifications were used to estimate the bias in the unemployment estimates.  The use of the 95% confidence intervals provides some 
adjustment for what is known about refusal.   Figure 2 compares estimates of unemployment using different sources.  The left bar is 
the Census estimate of unemployment with confidence intervals, the middle bar is for respondents, and the right bar is for estimates 



from respondents based on refusal propensity, but this doesn’t adjust for how much we don’t know about refusers.  These models give 
essentially the same estimates, as do other sources of data for the propensity model.  Figure 3 shows the predictive model for 
unemployment with the confidence bounds based on the predictive model for nonresponse.  Because we predict nonresponse so much 
more poorly than we predict unemployment, the estimates of bias are much more sensitive to what we don’t know about the 
nonrespondents refusal propensity.  Adding uninformative variables to the models produced some suppressor effects, giving even 
wider intervals.  Even adding census tract level mail return rates to the refusal models didn’t improve the intervals. 
 
 
 
Discussion 
     The current work examined the sensitivity of refusal bias estimates using person-level match data.  The estimates were sensitive to 
the propensity model for refusal compared to the standard errors of estimating unemployment.  While the bias was very small based 
on the census match data and the estimation based on a propensity model was very close to that value, the adjustment for nonresponse 
propensity was larger.  The standard error was only 0.041% of the estimate for employment, but the difference between the 
confidence lines was 4.5% of the estimate.  These are both small but the ability to estimate nonresponse propensity more precisely 
would be very helpful in building confidence in the estimates.  Adding information about nonresponse to the 2000 census mail form 
didn’t improve the nonresponse propensity model.      
 
Limitations and future research 
     Additional work needs to be invested in studying noncontact.  The relationship between personal characteristics and household and 
interview characteristics could be modeled with multilevel models (Dixon and Tucker, 2000; Fraboni, Rosina, Orsini, and Baldazzi, 
2002).  Additional methods of estimating bias (e.g., benchmarking) would be useful to evaluate.  Improving the nonresponse 
propensity estimation might be accomplished by adding questions about the respondents’ perception of the survey to assess their 
reluctance to respond.  If the reasons for nonresponse operate on a continuum, then this might better measure the propensity.  If 
nonresponders are of a different type from responders, then estimation will prove very difficult.  Since the pattern of the relationship 
between the nonresponse propensity and the estimates is crucial to the bias estimation, other methods of exploring that relationship 
may be helpful.  Quantile regression could provide some insight into the shape of that relationship.  If the curve is flat, then higher 
propensities wouldn’t be any more biasing then lower propensities.  If the curve rises very sharply at higher propensities, then the 
biases would be difficult to estimate, and sensitivity analysis would be likely to produce very wide bounds. 
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Appendix A 
Table 1- Unemployment bias  
 Interview Refused Overall 
Unemployed 3.86 4.99 3.88 
Std. Err.  .12 1.15  .12 
 
Figure 1: Relative bias over a range of refusal rates for unemployment (with 95% confidence intervals). 

 
 
 



Table 2- Refusers with Census data predicted by refusers with Panel data 
 Multiple variables, one model Single variable models 
Vars Est. S.E. Chi-Sq P-val Est. S.E. Chi-Sq P-val 
afe -0.3511 0.4275  0.6745 0.4115 -0.6655 0.3283   4.1085 0.0427 
hsp  4.2771 0.7713 30.7528 <.0001 -0.0054 0.2933   0.0003 0.9853 
mar  1.2883 0.7387  3.0415 0.0812 -3.6694 0.5055  52.7000 <.0001 
rel -6.3698 1.2232 27.1200 <.0001 -6.4561 1.0028  41.4464 <.0001 
sch  0.0795 0.6771  0.0138 0.9066 -1.4016 0.3870  13.1154 0.0003 
age -0.0049 0.0063  0.6176 0.4320 -0.0200 0.0037  29.6384 <.0001 
blk -4.0933 1.1500 12.6697 0.0004 -3.4526 1.0033  11.8427 0.0006 
wht -4.7988 0.7388 42.1954 <.0001 -4.4402 0.3422 168.3429 <.0001 
mal -1.3880 0.5965  5.4143 0.0200 -3.4963 0.4149  70.9949 <.0001 
mul  0.9313 0.2773 11.2818 0.0008  1.8601 0.1823 104.0582 <.0001 
tel -0.2800 0.3288  0.7254 0.3944 -0.7758 0.2002  15.0220 0.0001 
rur -0.0332 0.4136  0.0065 0.9359 -0.3353 0.1817   3.4034 0.0651 
siz  0.0196 0.0208  0.8854 0.3467  0.0415 0.0099  17.7170 <.0001 
own  1.0288 0.2191 22.0528 <.0001 -0.2363 0.1389   2.8930 0.0890 
kid  0.0666 0.2528  0.0693 0.7923  0.9115 0.1563  34.0044 <.0001 
num  0.3104 0.0700 19.6730 <.0001  0.3005 0.0352  72.7383 <.0001 
usl -0.2090 0.1485  1.9812 0.1593 -0.9512 0.1026  86.0030 <.0001 
 
Variables 
AFE - Armed forces ever 
AGE 
BLK - Black respondent 
HSP - Hispanic respondent 
KID - Child under 6 at home 
MAL - Male respondent 
MAR - Married respondent 
MUL - Multi-unit structure 
NUM - HH size 
OWN - Own/Rent 
REL - Relative 
RUR - Rural/Urban 
SCH - Respondent in school 
SIZ - place size 
TEL - HH access to a telephone 
USL - Usual hours worked 
WHT - White respondent 
 
Table 3 - Panel refusal 
   Max-rescaled R-Square    0.0440 
 Parameter       DF    Estimate    StdError    Chi-Square    Pr > ChiSq 
 Intercept        1     -1.2581      0.0818      236.4939        <.0001 
 Age              1     -0.0111     0.00130       72.7446        <.0001 
 Hispanic(hsp)    1     -0.1147      0.0940        1.4897        0.2223 
 Young Child(kid) 1      0.3535      0.0698       25.6124        <.0001 
 Married          1      0.1799      0.0332       29.4150        <.0001 
 Size of HH(num)  1     -0.2236      0.0121      339.4368        <.0001 
 Relatives(rel)   1     -1.0681      0.0776      189.6323        <.0001 
 School(sch)      1     -0.1157      0.0923        1.5728        0.2098 
 White(wht)       1     -0.4365      0.0565       59.7288        <.0001 
 Age*Rel          1      0.0137     0.00145       89.0694        <.0001 
 Hsp*Num          1     -0.0381      0.0230        2.7329        0.0983 
 Kid*Num          1      0.1595      0.0175       83.1802        <.0001 
 Num*Sch          1      0.1306      0.0237       30.4414        <.0001 
 Rel*Wht          1      0.2589      0.0649       15.9166        <.0001 
 # contacts(cnt)  1      0.1562      0.0109      204.1607        <.0001 
 



  
Figure 2; unemployment estimates and standard errors 

 
 
Figure 3; Unemployment estimates adjusting for refusal 
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