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1. Introduction _ _ J=E
In this paper weempirically compare severamnean An element irthe (, j) cell has a probability

estimators for dfinite population based on a systematic selected proportional tolf; times C;. Tha
sample. This research began with a quality improvemenbrobabi"ty ofthe selection oélement k, given it
project fortwo Bureau of Labor Statisticgstablishment nom

programs that collecmonthly employmentdata: the (i, ]) cell,isz ;= Htj/z Z N;; [k (¢, .
CoveredEmployment and Wages (ES-202pgram and =R

the CurrentEmployment Statistic§CES) survey. The A sample of sizen, elements isdrawn, w
ES-202 program is copiled usingdatafrom quarterly  subscriptt denotes théime period thesample i
reports ofbusiness establishments tlaae covered under Let m,;; denote theprobability thatthe k™" elen
the Unemployment Insurance lawstire UnitedStates.  pa sample. A systematic sample dawn
The CESsurvey collects monthly employment from a (i —

voluntary sample of businesisms and uses the ES-202 method that satisfies,;; =Nz, . Thus

universe employmendlata toannuallyadjust its industry M, =Nr m/ - S N [T 3 .
employmenttotals. A ResponsAnalysis Survey (RAS) " Va4 " J
was conducted in order tdeterminethe comparability Let Y denote thevariable of interest, W

and accuracy of employmenata reported to these two pinomial variable thatakes on thevalues 0 an
programs. Eaclsample unitvas asked several questions unknown probabilites 1p and p respective

pertaining to their response practices fmth of these  piactive ofthe study is to estimatp. Let Y,
programs. Thesampleswere selectedrom among the "

CES reporters of temarticipating states. Thesample
consisted of foupanels thatvere selectedpproximately -
three monthsapart. Thepanel samplesvere selected D= ii =y /N

with probability poportional to a measure of size based 4G ; o

on size offirm and percentifference betweemeported Since we onlyknow thevalue of Y for th

employment to the CES and ES-202 programs. elements we need an estimator for One possi
Various characteristics of the population are estimated m o
/ N, (1)
1

n

based on their responses to faypecific RASquestions. p= Z Z Zwkijykij

Alternative mearestimators and their estimated standard EaEE

errors are com_pargd in ordt_ar tdeterminethe most  where n;;is a random variable denotirthe n
appropriate estimation techniques. We compare thesample elements ithe (, j) cell, and w,,; d
estimators thatreatall four panels separately, agll as _ _ T
estimators that combine the four panels. weight, for which there are a number of possibilit

The generabampling design issueare discussed in POSSibility is the sampling weight; that is,

thevalue ofY for thek™ element irthe {, j) ce
there areN elements, the value gf is:

Section 2. Background informatioabout the RAS, W, = Y, = R N, [ /[n, & [

including a description of the population ansample ot g g R

design, is given irBection 3. The estimation techniques resulting in the estimator:

and specificestimators tested are presented in Section 4. K oom n

Section 5 provides thempiricalresults. The conclusions p° = N Z Z(L/ri C")Z Yiij » (2
nt =1 1=l =1

of the study are summarized in Section 6.
? General Descintinn . L



Another possibility is a weight of 1, which results in: which is the same a§’.

m < 4 If the model considered is :
Z yklj ( ) _ 2
= 1 =l Yij =0 +€.;, where g,,.~N(0,07)
Next consider estimators fronmaodel base@pproach. MmNy
Let Z;,, =r, ¢, and consider the model: thena = 2. 1yk,i,j n_and hence,
i ERERE
Yei; =BijZeij t&i;» Where g, ~N(0,06%(Z;;,)°). nom Ny N

: : : : . =359 /N=NI/N=FS .
Note that if there is eelationship betweei, ;; andY P Z ;yk“/ a/ Z Z Yiii

(or some function off) then the population could be which is the same a§'.
ordered onZ, ; ; prior to sample selection. All the above estimators gf assume that N i
We haveYk,, B., Z,.; as the fitted model. One way In practice this is not necessarily true.

to estimate théotal is bytaking thesum ofthe responses Consider théollowing model where it is assu

from thesampled elements pliilse sum ofthe responses 6=0, and the independenariable is equal to1o

from the non-sampled elements, which is estimated bycases. That is, )\
Yeij =Bi; t&;, where €. ~N(0,07

Yk ij- Thusthe mean estimator is:

YAi':éi" Whereéi': IJWi'y"/ I‘
E aZyk”+Zyk”%/N (5) ki.j J J ; ki Ykiij 2
=1 i=1

The weightsw, ; ; serve the purpose ofaki

design consistent estimator tife population &
coefficientf3; ; .

When the total IS estimated by:

where S denotes the sample.
The choice ob and the portion of the data the model is
applied to will determine ;. First consider & =1 and

fit the model separately for each, ) cell, then .

P ISP SILID SL

=1

Bi, Z nfe;
Z ki, then the estimator of the mean becomes.
and the inner sum becomes: A i N, Zwk”ykij
N - _r_1 N, Q —JF A
) Zyk,i,jD: Z Yiij T(Nij =) (B jKc;) N N Z
53 5 U = ==
N, _ . :
:—"Zyk“. If the (, j) cellsare formed into h adjustment
above formulae ighe same as 2c and 3c in S
In this situationp” becomes Instead of mdeling in each cell, asbove,
nom an modelingover the entiredata set. Irthis case
p = @ > (Ni’j/ni’j)§ Yii. %/N ’ (6) which is estimated by:
=1 i=1 s m Mij M j

which is the same ag® . B= ZZZWkljyklj ZZZWM,’

The sameesult, p° , is obtained under theodel with
any value ford . Note thatwithin an ¢, j) cell, Z,; ;is the

e 1 n n o om N n <
same for allk within the cell. P =N 4 Z N, B = B‘ 1 1 Zwkuyku/zl )
Now consider the situation wherl the terms are = = =

which leads to the estimator

ij
Yiij

=1

estimated; that is,
n mN
p* = Z above formula ighe same as 2a and 3a in S
== Note that thesstimators in (9and(10) will be ¢

and 1iea tha madal with — 9 anrl R —N fAr all (i i\ N i VALK

/ If the (, j) cellsare formed into h adjustment
N,



programs.  The Employment and WagegES-202)
program is corpiled using Unemployment Insuran@gl)

reportswhich virtually all businesses musie quarterly
with their State. The CurrentEmployment Statistics
(CES) program is amonthly survey of nearly00,000
employers. TheCESemployment estimatesre available
approximatelyone month after the reference monthile
the ES-202universe employmendata areavailablefive

months after the referencpiarter. The ES-20@niverse

ordered by this measure of size and
systematically.

Since ittakes eaclstate about gear to inter
sample units, the sample was selected in four pan
three monthspart toinsure that we havihe nt
dataavailable atthe time of interview. The me
size were recalculatedusing updated ih
immediately prior to the selection of each panel.

4. Estimation

employment counts are used to adjust the CES Due to themovement of establishments into a

employment estimates on an annual basis.
Theemploymentdata collected in thedgo programs
are conceptuallythe samefor all but a few employers
which have employeasho are exempirom the State Ul
laws. Many ofthe reportedemployment tothe two
programs aredifferent, and someare substantially
different. Thesereportedemployment differencewere
the motivation for a RespongaalysisSurvey (RAS) of

the CESsurvey, the population at eaphnel isr
The inference population is establishadross
panels by takinghe union of all four panel pq
Estimation for theinference population could
separately for eaclpanel and averagedcros
Another alternative is t@wombinethe four pa
consider thatll sampleunits werefrom one p
base the estimation on the combined panel.

about 8,000 CES reporters in ten cooperating states. The Our objective is to determine an estintato

RAS was designed to determitiee causes of reporting

inference population mealy, (which was refar

differences inthe two programs and to evaluate the p in section 2), whose population sizeNs

overall quality of collected employment..
3.2 Population and Sample Design

4.1 Non Response Adjustment
The weightingapproach, irwhich the samplirt

Conceptually, the population under study consisted ofor responding units arénflated by dividing

dl sample unitsreporting to the CESurvey, since they
are all covered under the Ul laws. Practically, the
population excluded delinquereS-202 reporters and
other categories of CES reportesach as thosevith
special reporting arrangements.

The requirements for the RAsample design included
both reporterswith reporting differences inthe two
programs andreporterswith no reporting differences.
Since most of the reporte@@mployment fromthe two
programs are equal arearly equal anthost of the CES
sample unitsare of small and moderate sizes, agual
probability selection desigwould result in selectingery
few CES reporterwith reportingdifferences ananostly

estimates of therobability ofresponse is used
unit nonresponse. Every population unit is as
have anon-zero probability of responding if
The simplest nonresponse model assumes
population units have th&ame probability of re
and thatdata aremissing atrandom throub
population. Another approach is ¢tassify san
into adjustment cells. Thiapproach assumes
response rate is different from cell to cell and tha
missing at random within the adjustment cells.
We allow that large establishments and dstab
with large differences betwedhe reported em

in the two programs have a different response

small and moderately sized employers. One method ofmgller establishmentsnd establishments ‘wi

satisfying the requirements obversampling large CES (jfferences. The adjustment cell will be peragnt
reportersand thosewith reportedemployment differences  (pp) by size where:

was to assign to each unit a measure of sih&ech

increases athe reportingsize increases and also as thePP Class _Percent Diff| Size Class Employment
reported employment difference increases. Each 1 [0,5) 1 0-09
population unit was assigned @amployment size class 2 [5,20) 2 10 -19
(from 1 to 9) and an employment difference stt@ss 3 [20,00) 3 20-49
(from 1 to 6) based on the percentdiféerence between g 5>01-0%9

the reported CE@nd Ul employment. Thipercentage
difference was calculated lapviding the average absolute
rmnlovment difference hv the averane C.ESnlovment

Let,

N ha tha infaranra naniilatinn ciza



n,, be the sample size in adjustment telh panelt ,

n, be the probability of selectionfor unit k in
adjustment celh in panelt ,

8, be the responsgrobability for unit k in adjustment
cell h in panelt ,

Y D€ the characteristic measured for utit in
adjustment celh in panelt .

Since® is notknown, it will be estimated byd, the
observed responsate. In theadjustment cell model, the
response rate is theamefor eachestablishment in an
adjustment cell, sdhe subscriptk will be dropped. In
the simple model, the responsde is computed for the
whole population and both subscrigtsand h will be
dropped. Wienthe summation isnot overadjustment
cells, the subscriptt will be dropped fronTt andy.

4.2 Estimators
1. Unweighted Estimatofcorresponding tg")

a. Simple Model: At each panet , the unweighted
Stlmator for the simple model is

V= Zykt/(n noob,)8,,

where the summation is over the respondents in ganel
b. Adjustment Cell Model: At each panelt, the
unweighted estimator for the adjustment cell model is

=33 (D) /(nt ~noob,),

where the outsidsummation iver adjustmentells and
the inside summation isver respondents iadjustment
cell h in panelt .
2. Weighted Estimator by Separate Panel

a. Simple Model (corresponding top” equation (10)):
At each panet , the ratiomeanestimator for thesimple

model is A
=y ) /3 )

where the summation is over the respondents in ganel
b. Adjustment Cell Model At each panet , the ratio
mean estimator for the adjustment cell model is:

IRODLCRARID D L SLel

where the outsidsummation iover the adjustmerdells
and the insidesummation isover the respondentsithin
adjustment celh in panelt .

c. Post-stratified:(corresponding top” equation (9)):
At each panelt , the post-stratified estimator for the
smple model is

/

3. Weighted Estimator by Combined Panel
Alternatively, the four panels of sample
combined inone singlgpanel andhe expansiort
is applied to this single panel. Whéme unit
together in onepanel, the inverse ofthe proke

selection is no longer appropriate. Tdgansi

will be used. The subscript will be droppe&
mean in the following formulas.

a. Simple Modelcorresponding tg)” equato
The combined-panel estimator for the simple&mo

YA:ZZ(:]@W)/ZZ(:]) )

where the outsidsummation iver adjustment
the inside summation is over respondent
adjustment celh in panelt .

b. Adjustment Cell Model The combr
estimator for the adjustment cell model is

Z N, 1 N, 1
Y = —h L - B
D ACEL D DAY
where the outsidsummation iver adjustment

the inside summation is over respondent
adjustment celh in the combined panel.

c. Post-stratified (corresponding top” equa
The post-stratified estimator for the combined pa

hﬂlkht
\?:iEEN Z
N
S

where the outsidsummation iover the adjust
and the insidesummation isover respondén
adjustment celh in the combined panel.
4.3 Variance Estimator

The dataanalysissoftware, SUDAAN, was
facilitate the estimation of variances whi
calculatedvia Taylor Series Linearization metho
population correction factors were ignored..
5. Empirical Results

The RAS studynvolvedten statesvith app
800 sample units being interviewed in eathte.
of the interviewswere completed by theme t
began. We decided to udatafrom the three s
had thehighest number of completed interviews
first two panels: Florida witl834 interviews, N
with 316, and Oregowith 307. The RASjues
consists of more than 30 questions for each of
and ES-202 respondents. Responses to fou



time period is thepay period thaincludesthe 12th of the  the combined panel adjustment cell model epch
month. Thecorrect method ofcounting employment  three of themaximum estimates. Thenly e
involves an unduplicated count of individuals who workedprocedure thatdid not produce any maxi

or received a check astherform of payment during the minimum estimate was theombined panel si
pay period. The content component refers tokihd of method. Thedifference betweerthe maxir
employees to be included the employmentcount. For  minimum values for each question is relatively sm
the ES-202 program, it is based on who is covered by thé. Conclusion

state Unemployment Insurance laws. The content All methods produced similar standard err
componentmay vary slightly between the CES and ES- general, the unweighted methods produced smal
202 programs. The following four questions were used irestimates than the other methods. However, dt

the empirical comparisons: potential bias inherent in these methods, we
» Q10: Do you use theame pay periodor all your ~ recommend them. The remaining methods
employees? (timing) very similar results, whether or not we used th

» Q14: Is theemployment figure youse for themonthly ~ nonresponse correction and whether or not we ¢
BLS report obtained from your payroll system? estimates by panel. As Table 2 and Table 3 sl
(method) differences between the program responses are

» Q29: Can[the employmentcount] include aperson ~ cross methods, and the difference betw:
more than once? (content) maximum and the minimum estimates within a

» Q31: Whattime period doeshis employmentount 1S relatlvely small. : Based on the simpl
represent? (timing) implementation, the §|mp_le_ ratio method by
Estimates for Q10 and Q14 represent the proportions di commeno_le_d. The S'mPI'C'.ty comes fm”? the

firms thatanswer ‘yes’ tahesetwo questions. Estimates the probability .Of selection is readily available

for Q29 represent the proportions fofs that answer nonresponse adjustmen_t factor need not b? calcu_

‘no’ to this question. Estimates f@31 represent the ?‘dd.'t.'on’ the underlying modelfc_)r th's. est

proportions offirms thatreportemploymentfor the pay Intuitive. STh? m02d6| and_ resulltcl)ng estimator,

period that includes the 12th of the month. glve_n Illn ection h ehquatllon (f h)’ dlsery gn

Results fronthe three states asgmilar. Onlyresults f;s;:a ggisulfgejntit eits eevigletg ih:ea?\%?/r;rin
from Florida will be presented. The results for Florida aredata sF:at lus a random r?oise Bv modeling bver
shown in Tablesl-3 in theAppendix. The estimates and data set pan outlier iany one ;:ellyvill not ha%/e
their standarerrors areggiven in Table 1.Thefive types . ’ - any
of estimates by pana@re computed by taking the average mfl_uence orthe estimate. 'I_'he collected data sh
of thetwo panel estimates. The associad&ghdard error evidence that units in  different cells have
is the standard error of the average. response rates.

For each question and each estimation method, ther&eferences
was not much difference inwhether the nonresponse Cochran, W.G. (1977%ampling Techniqueld
correction was done glally or by strata. Thats, for & Sons, Inc.
each question, the estimates by adjustmemits or by  Cox, B.G.,Binder, D.A.,ChinnappaB.N., Chri
smple non response methods asimilar. Thus, the A., Colledge, M.J., anKott, P.S. (1995),1
global nonresponse correction is acceptable. Survey Methodslohn Wiley & Sons, Inc.

The differences betwed¢he CES and ES-20&stimates  Deville, J.C., SarndalC.E., and Sautory, O.
are shown in Table 2. For Q10, Q29,and Q31, all “Generalized RakingProcedures in Survey Sa
estimation methods produced positive differences. Journal of the American Statistical Association
Similarly, all estimation methodsproduced negative  no. 423, Theory and Methods.
differencesfor Q14. The unweighted estimates producedKalton, G., and Maligalig,D.S. (1991), “A Co
the largest differencedor all four questions. The of Methods ofWeighting Adjustmenfor Nonre
weighted estimates by combined pammbduced the Proceedings of the Bureau of Census Anrtual
smallest differences for three of the four questions. Thes€onference
differences are similar across estimation methods. Lessler, J.T. and Kalsbeek, W.[1992), Nons

ThAa mavimim AanAd minimioiroralbiiae fram AamaAana tha Errnr in Ciinmavie Inhn \Ailavr 2. CAance Inek



Force Survey”  Social Survey Methods Division,
Satistics Canada, Working Pap&SMD # 009E.



Appendix - Empirical Results Using Florida Data

Table 1. Estimates And Their Standard Errors (in parentheses)

Timing Method Content Timing
Q10 Q14 Q29 Q31
CES | ES-202] CES| ES-202 CES| ES-202 CES ES-Z
By Panel -- (Average of Panels 1 and 2)
Unweighted - Simple 82.84 | 79.52 | 89.77 | 95.69 | 90.02 | 68.21 | 85.01 | 60.52
(2.15) | (2.29) | (1.74) | (1.18) | (1.69) | (2.64) | (2.02) | (2.80)
Unweighted - Adj. Cell | 82.92 | 79.46 | 89.69 | 95.60 | 90.21 | 68.30 | 84.90 | 60.21
(2.15) | (2.30) | (1.76) | (1.21) | (1.67) | (2.67) | (2.03)| (2.84)
Ratio - Simple 84.66 | 82.01 | 90.45| 95.69 | 92.41 | 75.64 | 86.40 | 66.17
(2.57) | (2.67) | (1.83)| (1.34) | (1.57) | (2.61) | (2.23)| (3.38)
Ratio - Adj. Cell 84.70 | 81.95 | 90.35| 95.61 | 92.49 | 75.42 | 86.33 | 65.82
(2.53) | (2.65) | (1.85)| (1.36) | (1.57) | (2.65) | (2.24)| (3.42)
Post- Stratified 84.59 | 81.79 | 90.94 | 95.74 | 92.49 | 75.18 | 86.70 | 65.22
(2.45) | (2.57) | (1.71) | (1.30) | (1.57) | (2.68) | (2.25)| (3.51)
Combined Panel
Ratio - Simple 85.30 | 82.49 | 89.91| 9559 | 90.93 | 73.44 | 82.45| 63.79
(2.38) | (2.53) | (2.03) | (1.27) | (1.86) | (2.86) | (2.77) | (3.30)
Ratio - Adj. Cell 85.47 | 82.67 | 89.75| 9554 | 90.85 | 73.40 | 82.19 | 63.78
(2.39) | (2.55) | (2.06) | (1.29) | (1.90) | (2.90) | (2.82) | (3.34)
Post-Stratified 85.31 | 82.57 | 89.81| 95.65 | 90.73 | 73.29 | 82.12 | 63.62
(2.44) | (2.58) | (2.07)| (1.26) | (1.94) | (2.92) | (.286) | (3.37)
Table 2. Differences Between Program Responses (CES and ES-202)
Timing Method Content Timing
Q10 Q14 Q29 Q31
By Panel -- (Average of Panels 1 and 2)
Unweighted - Simple 3.32 -5.92 21.81 24.49
Unweighted - Adj. Cell 3.46 -5.91 21.91 24.69
Ratio - Simple 2.65 -5.24 16.77 20.24
Ratio - Adj. Cell 2.76 -5.26 17.07 20.51
Post-Stratified 2.81 -4.80 17.32 21.48
Combined Panel
Ratio - Simple 2.81 -5.68 17.49 18.66
Ratio - Adj. Cell 2.80 -5.79 17.45 18.41
Post-Stratified 2.74 -5.84 17.44 18.50

Table 3. Differences Between Minimum And Maximum Estimates Across All 8 Estimation Techniques

Q10

Q14

Q29

Q31

02



