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Low-Power Wireless Personal Area Networks
(LOWPANs

~1999:LoWPANesearch ~2008: IP ~2012: IP becomes 2020: Our Research
begins, eschewing the Internet | introduced in | standard inLoWPANS We show how to mak&CP
architecture LoWPANS work well inLoWPANS
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Making TCP work well toWPANS
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As of 20220penThreadsupportsTCPIp

OpenThread > Reference

TC P N SEND FEEDBACK

This module includes functions that control TCP communication.

Summary

Enumerations

anonymous enum enum
This enumeration defines flags passed to otTcpConnect().

anonymous enum enum
This enumeration defines flags passed to ot TcpSendByReference.




What I1s d.oWPAK

LOWPAN:= LowPower Wireless Personal Area Network
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Why use TCP inLaWPAN



LoWPANsseGatewayBased Architectures

LoWPAN ApplicationLayer Internet Application

Embedded Devices Gateway Server
— ﬁ
Application Protocol over IEEE 802.15.4 Application Protocol over TCP/IP

[ Gatewaybased architecture limits interoperability]
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LoWPAN Border Router Internet Application
Embedded Devices Server
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Why areLoWPANg hallenging
for TCP?



Challenges of LoRower Networks

Resource LinkLayer Energy
Constraints Constraints Constraints

wLimited CPU/RAM wSmall MTU wDuty-cycledradio
wLow wireless range
wMulti-nopwireless

15



Low-Power Embedded Devices

A32 KiBData Memory (RAM)

A250 kb/s IEEE 802.15rddio

A32-bit ARM Cortex MO+ @ 48 MHz
A256 KiB Code Memory (ROM)

. )
(Q: How should devices like

these connect to the Internet?

We show TCP/IP works W9|| Hamilton Sensor
\_ Platform [KACKZMC18]
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LoWPANResearch has Steered Clear of TCP

Ad ¢/ notlighiweightX FyR YlFé& y204 0SS adzidl
implementation in lowcost sensor nodes with limited processing,
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LoWPANResearch has Steered Clear of TCP

Expected Reasons for Poor Performance:

ATCP is too heavy

At/ t Qa FSIGdzNBa FFNBYQl ySOSaal NE
ATCP performs poorly in the presence of wireless loss



Finding: TCP Can Perform WellonVPANSs

W ghowi how t® addres$ these 1Ssued

Expected Reasons for Poor Performamf@tual Reasons for Poor Performan\ce:
ATCP is too heavy ALoWPAN$ave a small L2 framie

At/ t Qa TFSI G dzNBa || SRyl hegder gvgrgead Np

and bring additional overhead | |AHidden terminals

ATCP performs poorly in the ALinklayer scheduling not
presence of wireless loss \_designed with TCP in mind /
AThese would bé AThese problems aréxable

within the paradigm of TCP!



Roadmap

1. Overview

P e Vd P 4

2.2 K& (UKS SELISOGSR NBIlIaz2ya ¥F2N Lx
3. Addressing the actual reasons for poor performance

4. Evaluation and conclusions
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Overview of Technigues

Resource
Constraints

LinkLayer

Constraints

Energy
Constraints

wZerc-Copy Send Buffer
wln-Place Reassembly Queue

wAtypical Maximum Segment Size
wLink Retry Delay

wAdaptive Duty Cycle
wLinkLayer Queue Management
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Focus of this Section of the Talk

Resource
Constraints

LinkLayer

Constraints

Energy
Constraints

wZerc-Copy Send Buffer
wln-Place Reassembly Queue

wAtypical Maximum Segment Size
wLink Retry Delay

wAdaptive Duty Cycle
wLinkLayer Queue Management
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Experimental Methodology

‘&~ A ARM CorteM0+
ANodes based on Hamilton Platform (SAMR2. (&S, A 32 KiB RAM

AUse RIODS with theDpenThreadetwork stack
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Implementation of TCP

AStart with the mature, fulscale TCP
Implementation in FreeBSD

AReengineer key parts for the
embedded platform

AResulting implementationf C#p

Known TCP Implementation Problems
Status of this Memo
This memo provides information for the Internet community. It does
not specify an Internet standard of any kind. Distribution of this
memo is unlimited.
Copyright Notice

Copyright (C) The Internet Society (1999). All Rights Reserwved.
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Resource Consumption 6CPlp

ATCPIlpequires:
AF oH YA. 2F O2RS YSY2NE o6whabv
AF n®dp YA. 2F RIFIGF YSY2NE ow! a0 LISNJ

AHamilton platform has:
A 256 KiB of code memory (ROM)
A 32 KiB of data memory (RAM)

AOptimization inTCPIpuse separate structures faictive socketand
passive sockets



How Large do TCP Buffers Need to Be?

80

ABandwidthDelay Product
(BDP)

AEmpirical BDFE -3+KiB

(o)
o

TCP Goodput (kb/s)
N 1N
o o

—— uplink

0 i > 3 ;!
Buffer Size (KiB)

[ TCP, including buffers, can fit comfortably In memory]




¢/ t RdcKh@ anReassembly Buffers

ANaive strategy: separate buffers for receive and reassembly queues

AObservation: advertised window size decreases with size of buffered
data
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¢/ t tnfRac@d Reassembly Queue
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Aln-sequence data igellow
AUse circular buffer to keep track of which bytes contaiseéquence data

AOut-of-order data is
AUse bitmap to keep track of which bytes contain-ofiorder data
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MTU and Header Sizes
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Large Header Overhead

ANormally, TCP segments are chosen to be as large as the link
supports, but no larger

AIEEE 802.15.4 MTU is only 104 bytes (excludingépiek header)

ATCP/IP headers are > 52 bytes



Managing Large Header Overhead

lk‘e Math - saomen H - CHOSEH OB E—- HGe— ellnk

ATCPImllows TCP segments to span multiple-lmker frames

AG6LOWPAN handles fragmentation and reassembly



Choosing the Maximum Segment Size

Aldea: allow TCP segments to

(0]
o

span multiple lindayer frames

@)
o

AA 35 frame MSS substantially
amortizes header overhead

CP Goodput (kb/s)
N TN
o o

— uplink
AStateful TCP header compression dgwnlink

could potentially result in even o5+ 5
greater gains Maximum Segment Size (No. Frames)



How Many IAFlight Segments?

ABandwidthdelay product is 3 KiB
Al OK &asS3ayYSyid Aa F wpn . (02 pnan

AF  n U-fightM@P s&gyhents
ACKAA FTFFSOGa ¢/ tQa O2y3aSaidizy O:



TCP New Reno irL.aWPAN

Size (B)
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ACongestion window recovers to BDP quickly (because BDP is small)

[ TCP In 4oWPANs more resilient to wireless losses ]
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Focus of this Section of the Talk

Resource
Constraints

LinkLayer

Constraints

Energy
Constraints

wZerc-Copy Send Buffer
wln-Place Reassembly Queue

wAtypical Maximum Segment Size
wLink Retry Delay

wAdaptive Duty Cycle
wLinkLayer Queue Management
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Duty-Cycling the Radio

ATheduty cyclds the proportion of time that the radio is listening or
transmitting

AOpenThreadises aeceiverinitiated duty cycle protocol



Recelveinitiated Radio Duty Cycle
A Packets can be sent
to W at any time
=S

Battery-Powered Node Wall-Powered Node
Radio is DutCycled Radio is Always On
Ga{f SSLE 9Q9pBnTHeaiIA O 8 &v 2 HziDReNThreal
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A Packets can be sent
to W at any time

A Packets for Bvait
until B is listening

Recelveinitiated Radio Duty Cycle

W
Indicates B is listening

Battery-Powered Node Wall-Powered Node
Radio is DutCycled Radio is Always On
Ga{f SSLE 9Q9pBnTHeaiIA O 8 &v 2 HziDReNThreal

[. Qa ARf S Rdzié O'éO'ﬂ S Ada RSU!
frequently it sendsDataReqgs

40




How does Radio Duty Cycle affect TCP?

Al SG3Qa 02 YLJ IKCBAPI ¢

ASetup: B sends WDRataReq . 4000 P |
frame every 1000ns g 3000 - ,L
AHTTP request requirds/o > 2000 -
round trips S -
- + 1000 7 T\ b
ACoAPRequest require®ne © —
round trip 0 ——

CoAP HTTP



Solution:AdaptiveRadio Duty Cycle

AUse HTTP/TCP protocol state to adapt the duty cycle
ASendDataReqgsnore frequently when a packet is expected
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