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Low-Power Wireless Personal Area Networks 
(LoWPANs)
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~1999: LoWPANresearch 
begins, eschewing the Internet 
architecture

~2008: IP 
introduced in 
LoWPANs

~2012: IP becomes 
standard in LoWPANs

2020: Our Research
We show how to make TCP
work well in LoWPANs
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Making TCP work well in LoWPANs
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As of 2022, OpenThreadSupports TCPlp!
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What is a LoWPAN?
LoWPAN= Low-Power Wireless Personal Area Network
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Types of Wireless Networks
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High Cost,
High Power

Low Cost,
Low Power

Ultra-Low Cost,
Ultra-Low Power

Wi-Fi
Wireless Local Area Network

Bluetooth
Cable-Replacement Channel

LoWPAN
Embedded Mesh Network

Access Point

Host

Internet

Follower

Leader

InternetBorder 
Router/Gateway

Embedded 
System

Smart 
Device
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What are LoWPANs used for?
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Structural monitoring [2]

Volcano monitoring [1]

[1] Werner-Allen, G., Lorincz, K., Johnson, J., Lees, J., & Welsh, M. Fidelity and yield in a volcano monitoring sensor network. In OSDI 2006.
[2] Kim, S., Pakzad, S., Culler, D., Demmel, J., Fenves, G., Glaser, S., & Turon, M. Health monitoring of civil infrastructures using wireless sensor networks. In IPSN 2007.
[3] Hull, B., Jamieson, K., & Balakrishnan, H. Mitigating congestion in wireless sensor networks. In SenSys2004.
[4] https://www.cisco.com/c/en/us/products/collateral/routers/1000-series-connected-grid-routers/datasheet-c78-741312.html
[5] https://www.automatedhome.co.uk/new-products/thread-a-new-wireless-networking-protocol-for-the-home.html

Indoor environment [3] Smart home and IoT [5]

Smart grid [4]



Why use TCP in a LoWPAN?
LoWPAN= Low-Power Wireless Personal Area Network
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LoWPANsuse Gateway-Based Architectures

Internet Application
Server

Application-Layer 
Gateway

LoWPAN
Embedded Devices

Application Protocol over IEEE 802.15.4 Application Protocol over TCP/IP
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Gateway-based architecture limits interoperability



Internet Application
Server

Application-Layer 
Gateway

LoWPAN
Embedded Devices

Application Protocol over IEEE 802.15.4 Application Protocol over TCP/IP

Internet Application
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Embedded Devices
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Internet Application
Server

Application-Layer 
Gateway

LoWPAN
Embedded Devices

Application Protocol over UDP/IPv6/IEEE 802.15.4 Application Protocol over TCP/IP

Internet Application
Server

LoWPAN
Embedded Devices

Application-Layer 
Gateway
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Internet Application
Server

Border RouterLoWPAN
Embedded Devices

Want End-to-End TCP/IP

Internet Application
Server

LoWPAN
Embedded Devices

Border Router
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Internet

Application
Server

Border Router

LoWPAN
Embedded Devices

Want End-to-End TCP/IP

Application
Server

LoWPAN
Embedded Devices

13



Why are LoWPANsChallenging 
for TCP?
LoWPAN= Low-Power Wireless Personal Area Network
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Challenges of Low-Power Networks

Resource 
Constraints

ωLimited CPU/RAM

Link-Layer 
Constraints

ωSmall MTU

ωLow wireless range

ωMulti-hopwireless

Energy 
Constraints

ωDuty-cycledradio
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Low-Power Embedded Devices

Å32 KiBData Memory (RAM)

Å250 kb/s IEEE 802.15.4radio

Å32-bit ARM Cortex M0+ @ 48 MHz

Å256 KiB Code Memory (ROM)
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Hamilton Sensor 
Platform [KACKZMC18]

Ғ р ŎŜƴǘƛƳŜǘŜǊǎ
Q: How should devices like 
these connect to the Internet?

We show TCP/IP works well



LoWPANResearch has Steered Clear of TCP

Åά¢/t ƛǎ not light weightΧ ŀƴŘ Ƴŀȅ ƴƻǘ ōŜ ǎǳƛǘŀōƭŜ ŦƻǊ 
implementation in  low-cost sensor nodes with limited processing, 
ƳŜƳƻǊȅΣ ŀƴŘ ŜƴŜǊƎȅ ǊŜǎƻǳǊŎŜǎΦέ

Å¢Ƙŀǘ ά¢/t ƛǎ ŀ connection-orientedǇǊƻǘƻŎƻƭέ ƛǎ ŀ ǇƻƻǊ ƳŀǘŎƘ ŦƻǊ 
²{bǎΣ άǿƘŜǊŜ ŀŎǘǳŀƭ Řŀǘŀ ƳƛƎƘǘ ōŜ ƻƴƭȅ ƛƴ ǘƘŜ ƻǊŘŜǊ ƻŦ ŀ ŦŜǿ ōȅǘŜǎΦέ

Åά¢/t ǳǎŜǎ ŀ ǎƛƴƎƭŜ ǇŀŎƪŜǘ ŘǊƻǇ ǘƻ ƛƴŦŜǊ ǘƘŀǘ ǘƘŜ ƴŜǘǿƻǊƪ ƛǎ 
congestedΦέ ¢Ƙƛǎ άŎŀƴ ǊŜǎǳƭǘ ƛƴ ŜȄǘǊŜƳŜƭȅ ǇƻƻǊ ǘǊŀƴǎǇƻǊǘ ǇŜǊŦƻǊƳŀƴŎŜ 
because wireless links tend to exhibit relatively high packet loss 
ratesΦέ
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LoWPANResearch has Steered Clear of TCP

Expected Reasons for Poor Performance:

ÅTCP is too heavy

Å¢/tΩǎ ŦŜŀǘǳǊŜǎ ŀǊŜƴΩǘ ƴŜŎŜǎǎŀǊȅ ŀƴŘ ōǊƛƴƎ ŀŘŘƛǘƛƻƴŀƭ ƻǾŜǊƘŜŀŘ

ÅTCP performs poorly in the presence of wireless loss
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Finding: TCP Can Perform Well in LoWPANs

Expected Reasons for Poor Performance:

ÅTCP is too heavy

Å¢/tΩǎ ŦŜŀǘǳǊŜǎ ŀǊŜƴΩǘ ƴŜŎŜǎǎŀǊȅ 
and bring additional overhead

ÅTCP performs poorly in the 
presence of wireless loss

ÅThese would be fundamental

Actual Reasons for Poor Performance:

ÅLoWPANshave a small L2 frame 
size Ą high header overhead

ÅHidden terminals

ÅLink-layer scheduling not 
designed with TCP in mind

ÅThese problems are fixable
within the paradigm of TCP!
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We show how to address these issues²Ŝ ǎƘƻǿ ǿƘȅ ǘƘŜǎŜ ŘƻƴΩǘ ŀŎǘǳŀƭƭȅ ŀǇǇƭȅ



Roadmap

1. Overview

2. ²Ƙȅ ǘƘŜ ŜȄǇŜŎǘŜŘ ǊŜŀǎƻƴǎ ŦƻǊ ǇƻƻǊ ¢/t ǇŜǊŦƻǊƳŀƴŎŜ ŘƻƴΩǘ ŀǇǇƭȅ

3. Addressing the actual reasons for poor performance

4. Evaluation and conclusions
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Overview of Techniques

ωZero-Copy Send Buffer

ωIn-Place Reassembly Queue

Resource 
Constraints

ωAtypical Maximum Segment Size

ωLink Retry Delay

Link-Layer 
Constraints

ωAdaptive Duty Cycle

ωLink-Layer Queue Management

Energy 
Constraints
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Focus of this Section of the Talk

ωZero-Copy Send Buffer

ωIn-Place Reassembly Queue

Resource 
Constraints

ωAtypical Maximum Segment Size

ωLink Retry Delay

Link-Layer 
Constraints

ωAdaptive Duty Cycle

ωLink-Layer Queue Management

Energy 
Constraints
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Experimental Methodology

ÅNodes based on Hamilton Platform (SAMR21)

ÅUse RIOT-OS with the OpenThreadnetwork stack

ÅWireless Testbed:
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InternetLinux TCP Endpoint

Ethernet

IEEE 802.15.4 
Wireless Links

ÅARM Cortex-M0+
Å32 KiB RAM



Implementation of TCP

ÅStart with the mature, full-scale TCP 
implementation in FreeBSD

ÅRe-engineer key parts for the 
embedded platform

ÅResulting implementation: TCPlp

25

RFC 2525: Known TCP 
Implementation Problems



Resource Consumption of TCPlp

ÅTCPlprequires:
ÅҒ он Yƛ. ƻŦ ŎƻŘŜ ƳŜƳƻǊȅ όwhaύ

ÅҒ лΦр Yƛ. ƻŦ Řŀǘŀ ƳŜƳƻǊȅ όw!aύ ǇŜǊ ŎƻƴƴŜŎǘƛƻƴ

ÅHamilton platform has:
Å256 KiB of code memory (ROM)

Å32 KiB of data memory (RAM)

ÅOptimization in TCPlp: use separate structures for active socketsand 
passive sockets
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How Large do TCP Buffers Need to Be?

ÅBandwidth-Delay Product 
(BDP)

ÅEmpirical BDP: Ғ н-3 KiB

27

TCP, including buffers, can fit comfortably in memory



¢/tƭǇΩǎReceive and Reassembly Buffers

ÅNaïve strategy: separate buffers for receive and reassembly queues

ÅObservation: advertised window size decreases with size of buffered 
data
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¢/tƭǇΩǎIn-Place Reassembly Queue

ÅIn-sequence data is yellow
ÅUse circular buffer to keep track of which bytes contain in-sequence data

ÅOut-of-order data is red
ÅUse bitmap to keep track of which bytes contain out-of-order data
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MTU and Header Sizes
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Large Header Overhead

ÅNormally, TCP segments are chosen to be as large as the link 
supports, but no larger

ÅIEEE 802.15.4 MTU is only 104 bytes (excluding link-layer header)

ÅTCP/IP headers are > 52 bytes

31



Managing Large Header Overhead

ÅNormally, TCP segments are chosen to be as large as the link 
supports, but no larger

ÅTCPlpallows TCP segments to span multiple link-layer frames

Å6LoWPAN handles fragmentation and reassembly
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Choosing the Maximum Segment Size

ÅIdea: allow TCP segments to 
span multiple link-layer frames

ÅA 3-5 frame MSS substantially 
amortizes header overhead

ÅStateful TCP header compression 
could potentially result in even 
greater gains
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How Many In-Flight Segments?

ÅBandwidth-delay product is 2-3 KiB

Å9ŀŎƘ ǎŜƎƳŜƴǘ ƛǎ Ғ нрл . ǘƻ рлл .

ÅҒ п ǘƻ мн ƛƴ-flight TCP segments

Å¢Ƙƛǎ ŀŦŦŜŎǘǎ ¢/tΩǎ ŎƻƴƎŜǎǘƛƻƴ ŎƻƴǘǊƻƭ
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TCP New Reno in a LoWPAN

ÅCongestion window recovers to BDP quickly (because BDP is small)
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TCP in a LoWPANis more resilient to wireless losses

MSS = 462 B MSS = 250 B, RED/ECN
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Focus of this Section of the Talk

ωZero-Copy Send Buffer

ωIn-Place Reassembly Queue

Resource 
Constraints

ωAtypical Maximum Segment Size

ωLink Retry Delay

Link-Layer 
Constraints

ωAdaptive Duty Cycle

ωLink-Layer Queue Management

Energy 
Constraints
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Duty-Cycling the Radio

ÅThe duty cycleis the proportion of time that the radio is listening or 
transmitting

ÅOpenThreaduses a receiver-initiated duty cycle protocol
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Receiver-Initiated Radio Duty Cycle
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B W

Frame

ÅPackets can be sent 
to W at any time

Wall-Powered Node
Radio is Always On

όάwƻǳǘŜǊέ ƛƴ OpenThread)

Battery-Powered Node
Radio is Duty-Cycled

όά{ƭŜŜǇȅ 9ƴŘ 5ŜǾƛŎŜέ ƛƴ OpenThread)



Receiver-Initiated Radio Duty Cycle
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W

Frame

ÅPackets can be sent 
to W at any time
ÅPackets for B wait 

until B is listening

Wall-Powered Node
Radio is Always On

όάwƻǳǘŜǊέ ƛƴ OpenThread)

DataReqB

Battery-Powered Node
Radio is Duty-Cycled

όά{ƭŜŜǇȅ 9ƴŘ 5ŜǾƛŎŜέ ƛƴ OpenThread)

Indicates B is listening

.Ωǎ ƛŘƭŜ Řǳǘȅ ŎȅŎƭŜ ƛǎ ŘŜǘŜǊƳƛƴŜŘ ōȅ Ƙƻǿ 
frequently it sends DataReqs



How does Radio Duty Cycle affect TCP?

Å[ŜǘΩǎ ŎƻƳǇŀǊŜ I¢¢tκ¢/t ǘƻ CoAP

ÅSetup: B sends W a DataReq
frame every 1000 ms

ÅHTTP request requires two
round trips

ÅCoAPrequest requires one
round trip
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Solution: AdaptiveRadio Duty Cycle

ÅUse HTTP/TCP protocol state to adapt the duty cycle

ÅSend DataReqsmore frequently when a packet is expected
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Without Adaptive Duty Cycle With Adaptive Duty Cycle


