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Abstract
This manual documents MySQL Enterprise Monitor version 4.0.13.
For notes detailing the changes in each release, see the MySQL Enterprise Monitor 4.0 Release Notes.
For legal information, including licensing information, see the Preface and Legal Notices.

For help with using MySQL, please visit the MySQL Forums, where you can discuss your issues with other MySQL
users.
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Preface and Legal Notices

This manual documents the MySQL Enterprise Monitor version 4.0.13.

Licensing information—MySQL Enterprise Monitor.  This product may include third-party software,
used under license. See MySQL Enterprise Monitor 4.0 License Information User Manual for licensing
information, including licensing information relating to third-party software that may be included in this
release of MySQL Enterprise Monitor.

Legal Notices

Copyright © 2005, 2020, Oracle and/or its affiliates.

This software and related documentation are provided under a license agreement containing restrictions
on use and disclosure and are protected by intellectual property laws. Except as expressly permitted

in your license agreement or allowed by law, you may not use, copy, reproduce, translate, broadcast,
modify, license, transmit, distribute, exhibit, perform, publish, or display any part, in any form, or by any
means. Reverse engineering, disassembly, or decompilation of this software, unless required by law for
interoperability, is prohibited.

The information contained herein is subject to change without notice and is not warranted to be error-free.
If you find any errors, please report them to us in writing.

If this is software or related documentation that is delivered to the U.S. Government or anyone licensing it
on behalf of the U.S. Government, then the following notice is applicable:

U.S. GOVERNMENT END USERS: Oracle programs (including any operating system, integrated
software, any programs embedded, installed or activated on delivered hardware, and modifications of
such programs) and Oracle computer documentation or other Oracle data delivered to or accessed by
U.S. Government end users are "commercial computer software" or "commercial computer software
documentation" pursuant to the applicable Federal Acquisition Regulation and agency-specific
supplemental regulations. As such, the use, reproduction, duplication, release, display, disclosure,
modification, preparation of derivative works, and/or adaptation of i) Oracle programs (including any
operating system, integrated software, any programs embedded, installed or activated on delivered
hardware, and modifications of such programs), ii) Oracle computer documentation and/or iii) other Oracle
data, is subject to the rights and limitations specified in the license contained in the applicable contract.
The terms governing the U.S. Government's use of Oracle cloud services are defined by the applicable
contract for such services. No other rights are granted to the U.S. Government.

This software or hardware is developed for general use in a variety of information management
applications. It is not developed or intended for use in any inherently dangerous applications, including
applications that may create a risk of personal injury. If you use this software or hardware in dangerous
applications, then you shall be responsible to take all appropriate fail-safe, backup, redundancy, and other
measures to ensure its safe use. Oracle Corporation and its affiliates disclaim any liability for any damages
caused by use of this software or hardware in dangerous applications.

Oracle and Java are registered trademarks of Oracle and/or its affiliates. Other names may be trademarks
of their respective owners.

Intel and Intel Inside are trademarks or registered trademarks of Intel Corporation. All SPARC trademarks
are used under license and are trademarks or registered trademarks of SPARC International, Inc. AMD,
Epyc, and the AMD logo are trademarks or registered trademarks of Advanced Micro Devices. UNIX is a
registered trademark of The Open Group.

This software or hardware and documentation may provide access to or information about content,
products, and services from third parties. Oracle Corporation and its affiliates are not responsible for and
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Access to Oracle Support

expressly disclaim all warranties of any kind with respect to third-party content, products, and services
unless otherwise set forth in an applicable agreement between you and Oracle. Oracle Corporation and its
affiliates will not be responsible for any loss, costs, or damages incurred due to your access to or use of
third-party content, products, or services, except as set forth in an applicable agreement between you and
Oracle.

This documentation is NOT distributed under a GPL license. Use of this documentation is subject to the
following terms:

You may create a printed copy of this documentation solely for your own personal use. Conversion to other
formats is allowed as long as the actual content is not altered or edited in any way. You shall not publish

or distribute this documentation in any form or on any media, except if you distribute the documentation in
a manner similar to how Oracle disseminates it (that is, electronically for download on a Web site with the
software) or on a CD-ROM or similar medium, provided however that the documentation is disseminated
together with the software on the same medium. Any other use, such as any dissemination of printed
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consent from an authorized representative of Oracle. Oracle and/or its affiliates reserve any and all rights
to this documentation not expressly granted above.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support through My Oracle
Support. For information, visit
https://www.oracle.com/corporate/accessibility/learning-support.html#support-tab.
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Chapter 1 MySQL Enterprise Monitor Introduction and
Architecture

Table of Contents

1.1 MySQL Enterprise Monitor Component Overview
1.2 MySQL ENterpriSe€ MONITOr AQENT .. cuuuiiii it e e e e e e e e e e e e e e e e et e e e et e e et e e et eeanaeeanaas
1.3 MySQL Enterprise Service Manager

Important
A This document is updated frequently. The most up-to-date version of this document
is available at this location: MySQL Enterprise Products Documentation.

Note
@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise
subscription, learn more at https://www.mysqgl.com/products/.

MySQL Enterprise Monitor is a companion product to MySQL Server that enables monitoring of MySQL
instances and their hosts, notification of potential issues and problems, and advice on how to correct
issues. MySQL Enterprise Monitor can monitor all types of installation, from a single MySQL instance to
large farms of database servers. MySQL Enterprise Monitor is a web-based application, enabling you to
monitor MySQL instances on your network or on a cloud service.

This chapter describes the components of a MySQL Enterprise Monitor installation and provides a high-
level overview of MySQL Enterprise Monitor architecture.

1.1 MySQL Enterprise Monitor Component Overview

The architecture of a typical MySQL Enterprise Monitor installation is shown in the following figure:
Figure 1.1 MySQL Enterprise Monitor Architecture
J,.—Has.l ~,

Browser ul

NP ( Database Host
LT | Service Manager . k Agent ' i -

SMTP Agent

0

Repository



http://dev.mysql.com/doc/index-enterprise.html
https://www.mysql.com/products/

MySQL Enterprise Monitor Agent

MySQL Enterprise Monitor has the following components:

» MySQL Enterprise Monitor Agent monitors the MySQL instances and hosts, and collects data according
to a defined schedule. The collection data is sent to MySQL Enterprise Service Manager for analysis and
presentation. MySQL Enterprise Monitor Agent is typically installed on the same host as the monitored
server.

* MySQL Enterprise Service Manager analyzes, stores and presents the data collected by the agent.
MySQL Enterprise Service Manager also contains a built-in agent which is used to monitor the
repository.

It is also possible to perform what is called an Agent-less installation, where the Agent is not installed on
the host machines, and all monitoring is done by MySQL Enterprise Service Manager's built-in Agent.

Figure 1.2 MySQL Enterprise Monitor Agentless Architecture
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Important
A For performance reasons, the agent-less installation is not recommended for
monitoring large implementations. It is useful for testing, or very small-scale
implementations. It is strongly recommended to install an agent on each host.

1.2 MySQL Enterprise Monitor Agent

The Agent collects data from the monitored instance and host, and transmits that data to MySQL
Enterprise Service Manager. The Agent can be installed on the same host as the MySQL instance or on a
different host.

» Provides the direct monitoring of the MySQL server, including checking the server accessibility,
configuration, obtaining the server ID, and setting up the environment to enable collecting more detailed
information. In addition to the information accessible by accessing variable and configuration information
within the server, other configuration parameters, such as the replication topology, are also collected
from the server.




MySQL Enterprise Service Manager

Collects the operating system specific information, including RAM, disk storage and other data.

Note
@ The Agent can collect host data for the server on which it is installed, only. It
cannot collect such data for a remotely monitored host.

Collects the data from the server, including obtaining the values and configuration of the MySQL server,
status variables and other information.

Communicates with MySQL Enterprise Service Manager. Data is collected at scheduled intervals
according to the schedule defined on the Advisors. This information is then sent to the MySQL
Enterprise Service Manager.

For MySQL 5.6.14 and greater, the Agent also collects digested query data from the Performance
Schema and populates the Query Analyzer.

Important

A If an Agent monitors a MySQL instance remotely, it cannot monitor the host and can

only collect data from the monitored MySQL instance.

The Agent runs as a service. The data collected by the Agent is defined by enabling, or disabling, MySQL
Enterprise Monitor Advisors.

1.3 MySQL Enterprise Service Manager

MySQL Enterprise Service Manager is the central hub of the MySQL Enterprise Monitor installation and is
responsible for the following:

Receiving and storing information from the Agents.

Configuring the types of information collected by the Agents.

Analyzing the collected data using the Advisors.

Generating alerts and sending mail or SNMP notifications based on the Advisor configuration.
Displaying the collected data, events and notifications.

Graphing and reporting on the collected data.

Analyzing the SQL queries performed on the monitored instance, in real-time, using the Query Analyzer.

MySQL Enterprise Service Manager is a web application which runs on the Apache Tomcat server.

MySQL Enterprise Service Manager also contains its own Agent which, in a default installation, is used to
monitor the repository and host. It can also be used to monitor other, remote MySQL instances. This Agent
is installed automatically, as part of the MySQL Enterprise Service Manager installation.

MySQL Enterprise Service Manager Repository

The repository is a MySQL instance which stores all data collected by the Agent. The majority of the data
collected by the Agent is analyzed on-the-fly by the Advisors, then stored in the repository. The graphs and
reports utilize the stored data to present information in the MySQL Enterprise Monitor User Interface.

MySQL Enterprise Monitor installer installs and configures the MySQL repository. It is also possible to use
an existing MySQL instance for this purpose.




MySQL Enterprise Monitor User Interface

MySQL Enterprise Monitor User Interface

The MySQL Enterprise Monitor User Interface is a web-based interface to the MySQL Enterprise Service
Manager. MySQL Enterprise Monitor User Interface provides a quick overview of the current status of your
hosts and MySQL instances, and enables you to drill down into the current status, events, and historical
information submitted by each MySQL Enterprise Monitor Agent.

The main features of the MySQL Enterprise Monitor User Interface include:

» Overview provides an overview of the current health and status of all assets, or detailed information on
the selection in the Target selection menus, a list of top critical and emergency events that should be
handled, and graphs that relay database statistical information.

» The Configuration section enables you to customize the Advisors and Event Handling for your system.
For example, this includes setting thresholds for Advisors, Users & Roles, Group configuration, and
email addresses to send alerts. This section also contains the Instances view, which lists all monitored
MySQL instances, which can be analyzed, configured, and grouped and enables you to add and remove
monitored instances.

* Query Analyzer enables analysis of problematic queries.
» Replication displays the details and health of your replication environment.
» The Events view lists the events generated by all monitored assets, which can be sorted and searched.

» Metrics view includes all graphs and reports with compiled data for your system, updated according
to the assets selected in the target selector. The contents of the Metrics section are dependent on the
selection made in the Target selectors. Some reports are only useful for NDB Cluster monitoring, or for
Replication Groups, and are only displayed if one of those assets are selected.

* The What's New? page gives a live connection to the My Oracle Support site, with news about the
latest releases, critical fixes and patches, current service requests, and suggestions for completing your
installation.

MySQL Enterprise Advisors

Advisors filter and evaluate the information broadcast by the Monitoring Agents and present it to the Events
view when the defined thresholds are breached. They also present advice on what caused the breach and
how to correct it. There are more than 200 Advisors, all of which are enabled by default. Thresholds are the
predefined limits for Advisors. If the monitored data breaches the defined threshold, an event is generated
and displayed on the Events page. Advisor thresholds use a variety of different value types, depending

on the monitored value. Some use percentages, such as percentage of maximum number of connections.
Others use timed durations, such as the average statement execution time. It is also possible to check if
specific configuration elements are present or correct.

The following types of Advisor are provided:

» Administration: Checks the MySQL instance installation and configuration.

» Agent: Checks the status of each MySQL Enterprise Monitor Agent.

» Availability: Checks the availability of the MySQL process and the connection load.

» Backup: Checks whether backup jobs succeed or fail, required resources, and information about
MySQL Enterprise Backup specific tasks.

e Graphing: Data for graphs.




Events and Notifications

 Memory Usage: Indicate how efficiently you are using various memory caches, such as the InnoDB
buffer pool, MyISAM key cache, query cache, table cache, and thread cache.

* Monitoring and Support Services: Advisors related to the MySQL Enterprise Monitoring services itself.
* NDB Cluster: Checks the status of the monitored MySQL NDB Cluster.

e Operating System: Checks the Host Operating System performance.

» Performance: Identifies potential performance bottlenecks, and suggests optimizations.

* Query Analysis: Advisors related to Queries and Query Analysis.

» Replication: Identifies replication bottlenecks, and suggests replication design improvements.

» Schema: Identifies schema changes.

» Security: Checks MySQL Servers for known security issues.

It is also possible to create custom Advisors.

The Advisors configure the type of data collected by the Agent. If you do not want to monitor for a specific
type of data, disabling the Advisor responsible for that data type instructs the Agent to stop collecting that
data.

For more information on advisors, see Chapter 18, Expression-Based Advisor Reference and Chapter 19,
GUI-Based Advisor Reference.

Events and Notifications
MySQL Enterprise Service Manager alerts you of threshold breaches in the following ways:

» Events: If an Advisor's defined Threshold is breached, an Event is generated and displayed in the
Events view. This is the default alert method.

 Notifications: MySQL Enterprise Service Manager can be configured to send alerts by e-mail, or SNMP
traps. These methods must be configured and are not enabled by default.

Query Analyzer

The Query Analyzer enables you to monitor all SQL statements executed on the monitored MySQL
databases. The query data can be provided in one of the following ways:

» Performance Schema: for monitored versions of MySQL 5.6.14 or higher, the Agent retrieves query
information from the Performance Schema.




10



Chapter 2 What's New
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This section provides a high-level overview of the differences between this release and its predecessor.

2.1 A New Design

The MySQL Enterprise Monitor user interface is completely redesigned. Building upon Oracle's new
JavaScript Extension Toolkit (JET) framework, this new design improves navigation in the application.

The header now contains two target selection fields. These drive which grouped summary, or specific
asset, that you would like to view.

Page selection is moved to the Navigation bar on the left side of the page. These menu items are context
sensitive and displayed according to the choices made in the target selection fields.

For example, when selecting a MySQL instance, all reports associated with MySQL are displayed in the
Metrics view. Select a Host, and only the host-specific reports are displayed in the Metrics view. You can
collapse and expand the view menu using the menu adjacent the Oracle logo. On smaller screens it is
hidden by default.

To return to the Global Overview, click the Home button.

The Overview has also been completely re-designed. When choosing a specific asset, such as a MySQL
Instance, the Overview will now show statistics and details specific to that asset type.

Sparklines are now used for instrument data, allowing more statistics to be seen at a glance.

For more information, see Chapter 23, Overview.

2.2 Improved Monitoring of MySQL NDB Cluster 7.5

MySQL NDB Cluster processes like ndb_ngnd and ndbnt d are now discovered by Agents when the
Agents are installed upon the same host.

When ndb_ngnd and ndbnt d processes are discovered, Agents look for the - - ndb- connect string
and - - ndb- nodei d parameters from the process arguments. They use this information to connect to the
management node and do a full discovery of the NDB Cluster node configuration.

This information is transmitted to the Service Manager and become selectable in the User Interface much
like Replication Groups.

When selected, all of their individual node types such as NDB Data Nodes, Management Nodes, and API
nodes are also able to be directly targeted. This information is augmented with ndbinfo data collected from
the SQL nodes, including from the new ndbi nf o. pr ocesses table added in MySQL NDB Cluster 7.5. All
of this is combined to model and display the full topology and state of all processes running within an NDB
Cluster.

11



User Statistics Report

The Topology page has been extended to show NDB Cluster state quickly and easily. Management,
Data and API nodes are nested and grouped together visually, and show the computed state at each and
every layer. The new NDB Cluster Status Advisor monitors the entire NDB Cluster health using this
data. Should a single NDB Data Node fail within a Node Group, a Critical event will be generated and the
topology will be shown as DEGRADED. If all nodes in a Data Node Group fail, an Emergency event will be
generated and the topology will show as OFFLINE.

The new NDB Cluster Memory report breaks down the output of the ndbinfo.memory_per_fragment
table, giving you greater insight in to how NDB Data Memory is getting utilized across the Cluster. The
report starts from a Schema-centric view and allows you to drill into how objects balance Data Memory
across nodes within the NDB Cluster.

Drilling into specific objects, you can easily see how memory is used per fragment and on which NDB Data
Nodes they reside. By default the report shows usage by total memory allocated. You can use the menu to
choose other detailed metrics such as Fixed Size or Variable Size Element allocations.

2.3 User Statistics Report

The new User Statistics report builds upon the sys schema's user _sunmar y view. It allows you to quickly
determine which users are executing the most statements or whose statements have the longest latency,
causing the most table scans and file 10 or consume the most connections and memory.

For more information, see Section 28.5, “User Statistics”

2.4 Improved Scalability

One of the leading factors in the redesign of the User Interface was scalability. There are many MySQL
deployments around the world that are in the thousands (and some in the tens of thousands), and
performance suffered when trying to generate the tree for asset selection. That problem was not isolated to
just page view selection. Event Handler filters and Group selection now also use a much simpler selection
model which allows the User Interface to scale to monitor thousands of MySQL instances.
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This chapter describes the process of installing MySQL Enterprise Monitor on all operating systems.
A working installation requires the following:

» One MySQL Enterprise Service Manager. It stores its data in a database repository. You can use an
existing MySQL instance for the repository, or set up a separate instance as part of MySQL Enterprise
Service Manager installation. See Chapter 4, Service Manager Installation.

» Optionally (but recommended), one or more MySQL Enterprise Monitor Agents, one on each host being
monitored. Install MySQL Enterprise Service Manager first, because the Agent installation asks for
credentials and network settings that you choose as you install the MySQL Enterprise Service Manager.

To minimize network overhead, install the Agent on the same machine that hosts the monitored MySQL
server, but you can install it on any machine that has network access to both the monitored MySQL
server and MySQL Enterprise Service Manager. An agent can monitor locally or remotely.

Note
@ While it is possible to use a single agent to monitor multiple hosts, it is not
recommended for performance reasons.

The Agent monitors the MySQL server, and transmits health and usage data back to the Service Manager.
The Advisors parse the results and display the data in the browser-based MySQL Enterprise Monitor User
Interface.

After installing and starting the Service Manager and Agents, configure the settings as described in
Section 4.5, “MySQL Enterprise Service Manager Configuration Settings”.

3.1 Installer Files

MySQL Enterprise Monitor files include:

* MySQL Enterprise Service Manager: For a new installation, this installer is named
nysql noni tor-versi on-platforminstaller.extensi on. For an upgrade installation, this
installer is named nysql noni t or - ver si on- pl at f or m updat e-i nstal | er. ext ensi on.

* One or more MySQL Enterprise Monitor Agent, one for each host. In this default scenario, MySQL
Enterprise Monitor Agent is installed on the same machine as a monitored MySQL instance. For
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a new Agent installation, this installer is named nysqgl noni t or agent - ver si on-pl atform
i nstal | er. extensi on. For an upgrade Agent installation, this installer is named
nmysql noni t or agent -ver si on-pl at f ormupdat e-i nstal | er. ext ensi on.

3.2 Prerequisites
This section describes the prerequisites for a successful MySQL Enterprise Monitor installation.
3.2.1 System Requirements

This section describes the minimum and recommended system requirements for a successful MySQL
Enterprise Monitor installation.

Minimum Hardware Requirements
This section describes the minimum hardware requirements for the Enterprise Service Monitor.
* 2 CPU Cores
» 2GB RAM
» Disk I/O subsystem applicable to a write-intensive database
Recommended Hardware Requirements
This section describes the recommended hardware requirements for the Enterprise Service Manager.
* 4 CPU Cores or more
* 8 GB RAM or more
* RAID10 or RAID 0+1 disk setup
MySQL Enterprise Monitor Disk space Requirements

The following table lists the minimum disk space required to install MySQL Enterprise Service Manager
and MySQL Enterprise Monitor Agent on each platform.

Table 3.1 Required Disk Space

Platform Service Manager Minimum Disk |Agent Minimum Disk Space
Space

Linux x86 32-bit N/A 600 MB

Linux x86 64-bit 1.3GB 800 MB

Mac OS X 1.2GB 700 MB

Solaris x86 64-bit 1.8GB 800 MB

Solaris Sparc 64-bit 1.7 GB 600 MB

Free BSD N/A 300 MB (the FreeBSD installation
does not include a JRE. Itis
assumed a compatible JRE is
present on the system.)

Windows x86 32-bit N/A 500 MB

Windows x86 64-bit 800 MB 500 MB
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A

Important

The minimum disk space values for the Monitoring Agent include the disk space
required by the backlog. The backlog is used if the agent loses contact with the
Service Manager and cannot transmit the collected data. The collected data

is stored on the agent's local file system until communication with the Service
Manager resumes. Once normal communication is resumed, the entire backlog is
transmitted, then deleted from the agent's local file system.

If you choose to install the bundled MySQL Server with the Enterprise Service Manager, you must also
consider the amount of disk space required by the database. This value cannot be predicted as it depends
on load, number of monitored instances, and so on.

A

Important

If you are upgrading from a previous version of MySQL Enterprise Monitor, the
upgrade process can create a full backup of all settings, including the local MySQL
database used for the repository. This can result in a very large backup directory,
several gigabytes in size, depending on the number of monitoring agents, and
server load. Before upgrading, check the size of your existing installation and
ensure you have enough disk space to run the upgrade. The upgrade also requires
enough disk space for temporary files created by the upgrade process.

3.2.2 Supported Platforms

The supported platforms for MySQL Enterprise Service Manager and MySQL Enterprise Monitor Agent are
listed at the following locations:

» MySQL Enterprise Service Manager Supported Platforms

* MySQL Enterprise Monitor Agent Supported Platforms

For platform support updates, see MySQL Product Support Announcements.

General Platform Recommendations

The following are recommended:

Ensure that your Service Manager and Agent hosts are synchronized to the same time server. It is
important that all times are properly synchronized.

Ensure that your Service Manager and Agent hosts use different SSH host keys before installing.

On Linux platforms, ensure you have both the | i bai o and | i bnuna libraries installed. The installer

checks for both.

MySQL Enterprise Service Manager installation generates a self-signed certificate during the installation
process. This certificate generation requires a valid, resolvable hostname. It is not possible to install
MySQL Enterprise Service Manager on a host which does not have a valid hostname.

3|

Note

To install MySQL Enterprise Monitor Agent on Linux systems, you must have
the Linux Standards Base (LSB) initialization functions installed. To check the
existence of the LSB components, look for an LSB package within your Linux
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Requirements for Monitoring

package management environment. For example, on RedHat and other RPM-
based distributions:

shell> rpm-qga | grep -i |Isb
redhat -1 sh-3. 1-19. f c8. x86_64

Under Debian/Ubuntu:

shel | > dpkg -1 |grep -i |sb

ii |sb-base 3. 2- 20ubunt u4
Li nux Standard Base 3.2 init script function

ii |sb-rel ease 3. 2- 20ubunt u4

Li nux Standard Base version reporting utility

Alternatively, you can use the | sb_r el ease command. Existence of this command
normally indicates that the current distribution is LSB compliant.

MySQL Requirements

This section describes the MySQL Server requirements for MySQL Enterprise Monitor installation.

* MySQL Enterprise Service Manager installation includes the latest version of MySQL Server. If you
intend to use a MySQL repository other than the one bundled in MySQL Enterprise Service Manager
installation, see Section 3.2.4, “MySQL Enterprise Monitor Repository” for more information.

Important

A It is not possible to monitor MySQL 8 with this version of MySQL Enterprise
Monitor, nor is it possible to configure this version of MySQL Enterprise Monitor
to use MySQL 8 as its repository. To monitor MySQL 8, you must use MySQL
Enterprise Monitor 8.0.

« If you have previously configured a default login path on the same machine on which you are installing
MySQL Enterprise Service Manager with the bundled repository, you must delete the cnf in which the
default login details are defined before installing. If a default login path is defined, the installation fails to
complete. It is recommended to install MySQL Enterprise Service Manager on a dedicated server.

3.2.3 Requirements for Monitoring

This section describes the requirements for monitoring MySQL Server.

» The Monitoring Agent can monitor any version of MySQL Server from version 5.5 onwards.

Important

A It is not possible to monitor MySQL 8 with this version of MySQL Enterprise
Monitor, nor is it possible to configure this version of MySQL Enterprise Monitor
to use MySQL 8 as its repository. To monitor MySQL 8, you must use MySQL
Enterprise Monitor 8.0.
Important

A It is not possible to monitor pre-GA versions of MySQL 5.7. That is, MySQL
versions 5.7.0 to 5.7.5 are not supported. MySQL Enterprise Monitor supports
monitoring of MySQL 5.7.6 onwards.

e The monitoring Agent always uses PERFORVANCE SCHENMA. GLOBAL _STATUS on MySQL 5.7 versions,
and supports both modes of show _conpati bility 56 from MySQL 5.7.9 onwards.
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MySQL Enterprise Monitor Repository

Note
@ To monitor versions of MySQL 5.7.8, show _conpati bil ity 56 must be setto

OFF.

* If you intend to monitor MySQL NDB Cluster, you must ensure the following when configuring your
cluster:

NDB Cluster version is 7.5.7, or higher

Edit the [ Syst en] section of your cluster configuration file to include the cluster name. MySQL
Enterprise Monitor Agent reads this value and uses it to uniquely identify your cluster. For example:

[Systen

name=cl ust er - nane

It is strongly recommended to install MySQL Enterprise Monitor Agent on all Management, Data, and
SQL nodes for optimal monitoring. If this is not possible, monitoring the SQL nodes provides useful
information about the entire cluster.

Always include the - - ndb- connect st ri ng and - - ndb- nodei d flags in the corresponding
command to facilitate topology discovery.

The Management node was started with the - - conf i g- fi | e flag, and ensure the owner of MySQL
Enterprise Monitor Agent process has permissions to read the configuration file.

If your host has multiple addresses, include the - - bi nd- addr ess flag on the ndb commands,
matching the HostName variable defined in the configuration file.

Do notuse | ocal host or any loopback address in your configuration or commands. Always use a
unique address.

3.2.4 MySQL Enterprise Monitor Repository

MySQL Enterprise Service Manager requires a repository to store its data. The installer optionally installs a
local, clean repository for this purpose. However, you can choose not to install the bundled MySQL Server
and use another repository instead. This repository can be installed on the same machine as MySQL
Enterprise Service Manager, or on a remote machine.

Important

A It is strongly recommended that you use the bundled MySQL instance as MySQL

Enterprise Monitor's repository. Only use an external repository if you have a
compelling business reason for doing so.

The bundled MySQL instance has been comprehensively tested and tuned for use
with MySQL Enterprise Service Manager

MySQL Enterprise Monitor upgrade installer can only upgrade a bundled MySQL,
not an external one.

The various scripts delivered with MySQL Enterprise Service Manager only work
with the bundled MySQL instance.

If you intend to use an alternative MySQL instance for your MySQL Enterprise Service Manager repository,
the repository instance must be present before starting MySQL Enterprise Monitor installation.
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MySQL Enterprise Monitor Repository

Important

Enterprise Service Manager repository and do not use this server for any other

A It is strongly recommended you use a clean installation of MySQL Server as the
purpose.

You must make several configuration changes to enable it for use as the repository.

Ensure the following:

The MySQL Server version is 5.7.9 or higher.

Important

Monitor, nor is it possible to configure this version of MySQL Enterprise Monitor
to use MySQL 8 as its repository. To monitor MySQL 8, you must use MySQL

A It is not possible to monitor MySQL 8 with this version of MySQL Enterprise
Enterprise Monitor 8.0.

Enterprise Monitor repository. If you attempt to configure MySQL Enterprise
Service Manager to use an earlier version, the installer displays an error and the

Note
@ It is not possible to use any MySQL version preceding 5.7.9, for MySQL
installation cannot proceed.

The InnoDB storage engine is available.

SSL is enabled.

You must ensure the following in the MySQL Server configuration:

Query Cache must not be enabled.
Setinnodb _file per table=1.
Setinnodb fil e format=Barracuda.

On Linux/Unix hosts, ensure i nnodb_f | ush_net hod=0_DI RECT, except on Solaris if ZFS is used. If
using ZFS, comment out this parameter.

It is recommended to seti nnodb_| og fil e size=2048M

per f or mance- schema- consuner - event s- st at enent s- hi st or y-1 ong=0ONmust be added to the
repository's configuration file.

Define a Service Manager user to enable MySQL Enterprise Service Manager to connect to, and modify,
the repository. This user must have the following privileges:

 All privileges on mentt * tables
For example:
GRANT ALL PRIVILEGES ON "nen?.* TO 'service_manager' @127.0.0.1";
e REPLI CATI ON CLI ENT, SUPER, PROCESS, and SELECT on all databases in the repository.

For example:
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GRANT REPLI CATI ON CLI ENT, SUPER, PROCESS, SELECT ON *.* TO
"service_nmanager' @127.0.0.1";

The Service Manager user's credentials are required by the MySQL Enterprise Service Manager
installation process.

Important

A If you are using a MySQL Server repository other than the installation bundled with
MySQL Enterprise Service Manager installation, the installer checks your MySQL
Server for the following, minimum requirements:

* MySQL Server version: versions older then MySQL 5.7.9 are not supported.
e SSL: SSL must be enabled on the MySQL Server.

e innodb _file format:innodb file format mustbe barracuda.

e innodb_file_per_table:innodb_file_per_tabl e mustbe enabled.

« Solaris platforms: the Oracle Developer Studio 12.5 Runtime libraries must be
installed.

For more information, see Installing MySQL on Solaris Using a Solaris PKG.

If any of those checks fail, the installer displays an error and cannot proceed until
the configuration is corrected.

The upgrade process performs the same checks.

To check your repository for compatibility, before upgrading, use MySQL Enterprise
Service Manager configuration utility. For more information, see Section 10.1,
“Service Manager Configuration Utilities”.

3.3 Credentials Required for Installation

Before installing MySQL Enterprise Monitor, gather credentials (a root user ID and password) for all the
MySQL servers you plan to monitor. MySQL Enterprise Monitor Agent installation requires a dedicated
user in each monitored MySQL server, and optional limited and general users the installer can create for

you.
Note
@ With MySQL 5.5.16 and higher, you can configure these user IDs to authenticate
using the PAM Authentication plug-in. Currently, MySQL Enterprise Monitor does
not support authentication through the Windows Native Authentication plug-in.

Optionally, gather credentials for your My Oracle Support account, which you can specify in MySQL
Enterprise Monitor User Interface Settings tab.

The following sections outline the users associated with MySQL Enterprise Monitor.
3.3.1 Existing Users

The MySQL user: For Agents to report the status of a MySQL server, they connect to a MySQL user
with privileges to read required data on that server: SHONV DATABASES, REPLI CATI ON CLI ENT, SUPER,
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Users Created During Installation

CREATE, and SELECT. If you already have such a user on a MySQL server, specify its credentials when
installing the Agent for that server. For details about this account, see Section 5.2, “Creating MySQL User
Accounts for the Monitor Agent”.

The My Oracle Support user: These are the credentials you use to log in to the My Oracle Support web
site. The What's New page accesses this account to receive updates and examine relevant service issues.

3.3.2 Users Created During Installation

The Repository user: This user is the only user in the user table in the mysql database in the bundled
MySQL server. To avoid confusion with monitored MySQL servers, this server is referred to throughout this
document as the repository. The repository user can log in from | ocal host using the password specified
during installation and has all privileges on all databases. These credentials are used to create the
repository and its tables and to record data in them. During installation, the default value for the user name
for this role is ser vi ce_nmanager . No default password is specified. You can use these credentials to
manage the repository from the command line or when using a GUI program such as MySQL Workbench.

At the end of MySQL Enterprise Service Manager installation, the file conf i gurati on_report.txt
is created, and along with other configuration details, contains some of the credentials of the repository
manager. Depending on platform, this file is located in the following directories:

* Windows: C. \ Program Fi | es\ MySQL\ Ent er pri se\ Moni t or
e Unix:/ opt/ nysql/enterprise/ nmonitor

» Mac OS X:/ Appl i cations/ nysql/enterprise/ nonitor
3.3.3 Users Created on First Log-in

The Manager user: This user is the administrator of MySQL Enterprise Service Manager. Specify a user
name and password.

The Agent user: MySQL Enterprise Monitor Agent broadcasts the status of the assets it is monitoring and
requires access to MySQL Enterprise Service Manager. Define the user name and password for this user.
These credentials must also be provided for the agent installation process.

and with the MySQL server it is monitoring. For a description of the agent as a

Note
@ The Monitor Agent communicates both with MySQL Enterprise Service Manager,
MySQL user, see Section 3.3.1, “Existing Users”.

3.4 Supported Browsers

The following browser versions are recommended for use with MySQL Enterprise Monitor User Interface:
» Microsoft Internet Explorer 11 and Microsoft Edge.

 Safari: most current major production release and one prior release

» Firefox: the most current major ESR version and above

» Google Chrome: the most current major stable channel release
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This chapter describes the installation of MySQL Enterprise Service Manager.
MySQL Enterprise Service Manager installer installs the following components:

» Apache Tomcat: mandatory component. Servlet container and web server which hosts MySQL
Enterprise Service Manager.

» Java Runtime Environment (JRE): mandatory component. Required by Tomcat.

* MySQL Server: optional component. Used to store the data from the monitored hosts and instances.
Referred to, throughout this document, as the repository. It is also possible to use another MySQL
instance as the repository. For more information, see Section 3.2.4, “MySQL Enterprise Monitor
Repository”.

4.1 MySQL Enterprise Monitor Installation Types

MySQL Enterprise Service Manager installer enables you to choose your installation type. This choice sets
parameters which suit your installation type.

The following are the possible installation types:
* Small: 1 to 5 MySQL Servers monitored from a laptop or low-end server with no more than 4GB of RAM.

* Medium: Up to 100 MySQL Servers monitored from a medium-sized, but shared, server with 4 to 8GB of
RAM.

 Large: More than 100 MySQL Servers monitored from a high-end server, dedicated to MySQL
Enterprise Service Manager, with more than 8GB RAM.

These parameters are set in the following configuration files:
» setenv.sh/setenv. bat:

« Tomcat Heap Size (- Xns and - Xnx): defines the minimum (- Xs) and maximum (- Xnx) amount of
RAM available to Tomcat's JVM. - Xnx and - Xns are set to the same value.

e Tomcat MaxPer nfSi ze: defines the maximum size of the pool containing the data used by Tomcat's
JVM.

e my.cnf/my.ini:

e tabl e _definition_cache: defines the number of table definitions that can be stored in the
definition cache.
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« innodb_buffer pool _si ze: defines the size, in megabytes, of the InnoDB buffer pool.

Table 4.1 Installation Parameters

Parameter Small Medium Large
Tomcat Heap Size 512MB 768MB 2048MB
Tomcat MaxPermSize 200MB 512MB 1024MB
table_definition_cache 800 2048 2048
innodb_buffer_pool_size 100MB 768MB 8096MB

Important
A These values are not hard-coded. You can change them, if your installation requires

it, by editing set env. sh/set env. bat, orny. cnf /my. i ni .

4.2 MySQL Enterprise Service Manager Graphical Installation Wizard

This section describes how to install MySQL Enterprise Service Manager using the Installation Wizard.
This process is identical across all supported platforms.

Note

@ On UNIX and Linux platforms, ensure the installer is executable before you begin.
Important

A It is recommended to install MySQL Enterprise Service Manager as root, but not

to run MySQL Enterprise Service Manager as root. If you install as root, you are
prompted to create a user for MySQL Enterprise Service Manager. If you do not
install as root, MySQL Enterprise Service Manager cannot start automatically on
system boot and must be started manually.

To install MySQL Enterprise Service Manager, do the following:
1. Run the installer as required by the operating system.
2. The language selection dialog is displayed. Choose a language and click OK.

The following information is displayed:

components of the Enterprise Monitor. Make note of these in a secure location
S0 you can recover them in case they are forgotten.

Note
3 During the installation process you must enter usernames and passwords for
3. Click OK to continue.
4. On the Welcome dialog, click Forward.
The Installation Directory dialog is displayed.

5. Change the installation directory or accept the default path and click Forward.
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The Select Requirements dialog is displayed.

Select the size of installation required. For more information, see Section 4.1, “MySQL Enterprise
Monitor Installation Types”.

Click Forward.

The Tomcat Server Options dialog is displayed.
Complete the following fields as required:

* Tomcat Server Port: Default value is 18080.

e Tomcat SSL Port: Default value is 18443. This port is mandatory for communication with Agents,
which must use SSL to communicate with the MySQL Enterprise Service Manager.

Click Forward.
The Service Manager User Account dialog is displayed.

Enter the name of the user account MySQL Enterprise Service Manager must run as. If this user
account does not exist, it is created by the installer.

Click Forward.

The Database Installation dialog is displayed.

9. Select one of the following options:

¢ |l wish to use the bundled MySQL database: select to install a MySQL server.
Important

A If you choose the bundled server option, the Service Manager user defined by
the installation procedure is granted complete control of the repository. This is
done using the following: .

GRANT ALL PRIVILEGES ON *.* TO ' SM User Nane' @1 ocal host"
W TH GRANT OPTI ON;

where SM User nane is the user name of MySQL Enterprise Service
Manager user.

« |l wish to use an existing MySQL database: select to use an existing MySQL server as the
repository.

listed in Section 3.2.4, “MySQL Enterprise Monitor Repository” are met before

Note
g If you choose the existing server option, you must ensure the prerequisites
installing MySQL Enterprise Service Manager.

Important

use MySQL 8 as its repository. To use MySQL 8 as repository, you must use

A It is not possible to configure this version of MySQL Enterprise Monitor to
MySQL Enterprise Monitor 8.0.
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Click Forward.
The Repository Configuration dialog is displayed.
10. Complete the following fields:

* Repository Username: enter the username used by MySQL Enterprise Service Manager to connect
to the repository. If you chose to use an existing database, this user must already exist on the target
MySQL instance.

The default username is ser vi ce_nmanager .
« Password/Re-enter: enter the password and confirm in the Re-enter field.

« MySQL Hostname or IP address: (Displayed if you chose to use an existing MySQL database,
only) enter the hostname or IP address of the MySQL instance.

 MySQL Database Port: enter the port MySQL Enterprise Service Manager uses to connect to the
MySQL instance. If you chose the bundled repository, the default port number is 13306. If you chose
to use an existing instance, the default port number is 3306.

 MySQL Database Name: enter the name of the MySQL Enterprise Service Manager repository. This
is useful if you intend to use multiple MySQL Enterprise Service Manager installations, but want to
host their repositories on a single MySQL server. Each MySQL Enterprise Service Manager must
have a uniquely named repository. It is not possible for MySQL Enterprise Service Managers to
share a repository.

« Use SSL when connecting to the database: enables SSL encryption for all communication
between MySQL Enterprise Service Manager and the repository.

* On Mac OS X platforms, you are prompted to optionally install MySQL Enterprise Service Manager
as a service. This setting enables MySQL Enterprise Service Manager to start when the machine is
started. You must provide the Administrator password to install MySQL Enterprise Service Manager
as a service.

Click Forward.
Important

A If you are attempting to use a version of MySQL older than MySQL Server
5.7.9 as an external repository, an error is displayed and the installation fails.
MySQL Server 5.7.9 is the minimum version and MySQL Server 5.7.18 is the
recommended version.

For more information, see Section 3.2.4, “MySQL Enterprise Monitor
Repository”.

The Configuration Report dialog is displayed.

11. Click Forward to install MySQL Enterprise Service Manager.

Installation Log
The installation log file is written to the root of the installation directory.

The installation log uses the following naming convention: i nstal | . | og.
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The log file records all files installed and all actions taken by the installer, such as starting services, filling
database tables, and so on. A similar log file is also created by the uninstall process.

If the installation is upgraded, the existing installation log is backed up to the backup directory and replaced
by the installation log for the upgrade.

4.3 Text-Based Installation

The steps and options of the text-based installation are identical to those described in Section 4.2, “MySQL
Enterprise Service Manager Graphical Installation Wizard”.

Note
@ There is no text-mode installation available for Microsoft Windows platforms.

To start the text-based installer, do the following:
1. Run the installer with the following option:
--node text
The following example shows how to start the text-mode installation on a 64-bit Linux system:
shel | >. / mysql noni tor-4.0.3.5191- | i nux-x86-64bit-installer.bin --nmode text
The text installation process starts.

2. Follow the instructions onscreen. The options and values are identical to those described in
Section 4.2, “MySQL Enterprise Service Manager Graphical Installation Wizard”.

After the Service Manager is installed, you can configure the MySQL Enterprise Monitor User Interface, as
explained in Section 4.5, “MySQL Enterprise Service Manager Configuration Settings”.

4.4 Starting/Stopping MySQL Enterprise Monitor Services

This section describes how to control MySQL Enterprise Service Manager services on UNIX, Linux and
Mac platforms. Microsoft Windows supports several additional methods, which are described in Starting/
Stopping MySQL Enterprise Monitor Services on Windows.

The following services are installed by MySQL Enterprise Service Manager:
* MySQL Server
» Tomcat Server

Access MySQL Enterprise Service Manager services using the script

nysql noni torctl.sh/mysqgl noni t or. bat which is installed in the root of your MySQL
Enterprise Service Manager installation directory. To see the available options, run the command
nmysqgl nonitorctl.sh help .

The hel p parameter produces the following output:

shel | >. / nmysqgl noni torctl.sh hel p

.Inysqgl nonitorctl.sh (start|stop|status|restart)
.Inysqlnonitorctl.sh (start|stop|status|restart) nysql
.Inysqgl nonitorctl.sh (start|stop|status|restart) tontat
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hel p - this screen

start - start the service(s)

st op - stop the service(s)

restart - restart or start the service(s)
st at us - report the status of the service

To autostart all the Service Manager components, call the nysql noni torctl.sh start from your start-
up script.
To start the service:
shel | > ./ nysqgl nonitorctl.sh start
.I'nysqglnonitorctl.sh : nysql started
nohup: redirecting stderr to stdout
Starting nysqld daenon with databases from /opt/mysql/enterprise/nonitor/mysql/data/
Usi ng CATALI NA BASE: [ opt/ mysql / ent er pri se/ noni t or/ apache-t ontat
Usi ng CATALI NA_HOVE: [ opt/ mysql / ent er pri se/ noni t or/ apache-t ontat
Usi ng CATALI NA TMPDI R /opt/ nysql / enterprise/ nonitor/apache-toncat/tenp
Usi ng JRE_HOVE: /opt/ mysql / enterprise/ nonitor/java
If you try to start the service and it is already running, you are warned that the services are already running.
The rest art command is equivalent to executing a st op and then st art operation.
Important

A The Service Manager can take some time to start and become usable after
nysqgl nonitorctl.sh start completes.

This script can also check the status of the Tomcat web server or the MySQL repository.

shel |l > ./ nysqgl moni torctl.sh status
MySQL Network MySQL i s running
MySQL Network Tontat is running

After the Service Manager is installed, you can configure the MySQL Enterprise Monitor User Interface, as
explained in Section 4.5, “MySQL Enterprise Service Manager Configuration Settings”.

Starting/Stopping MySQL Enterprise Monitor Services on Windows
You can stop or start MySQL Enterprise Service Manager services in the following additional ways:
* The Start/Stop MySQL Enterprise Monitor Services items on the Windows Start menu.

» The Services pane of the Microsoft Management Console. Right-click on the either of the MySQL
Enterprise services to display the available options.

e The Windows command line, using the sc or net commands.

From the command line, the service names are nmysql ent er pri set ontat and
nysql ent erpri senysql .

For example:

shel |l > sc start nysqgl enterprisenysql

Note
@ The command line terminal must be started using the Run as Administrator
option.
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4.5 MySQL Enterprise Service Manager Configuration Settings

MySQL Enterprise Monitor User Interface is the web-based interface to the Service Manager. The
procedure for starting the Monitor Ul is identical for all platforms.

If you installed the Service Manager using a graphical interface, you have the option of launching the
Monitor Ul on the final installation screen (as long as the Launch MySQL Enterprise Monitor Now check
box is checked, which it is by default).

Otherwise, you can view MySQL Enterprise Monitor User Interface by typing ht t ps: //

| ocal host: 18443/ ("18443" is the default port number, adjust accordingly if you altered this
configuration), into the address bar of your web browser. To see the host name and port to use, check the
configuration_report.txt file.

Under Microsoft Windows, you can also open the Monitor Ul by choosing the My SQL menu item and finding
the MySQL Ent er pri se Monitor entry. Under this entry, choose St art Servi ce Manager .

Important

A On first start, MySQL Enterprise Service Manager can take some time to start while
the services and database initialize.
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A MySQL Enterprise Monitor Agent monitors a MySQL server and sends data to the MySQL Enterprise
Service Manager. The data is interpreted by MySQL Enterprise Advisors and displayed in MySQL
Enterprise Monitor User Interface. The following section describes how to install the Agent on all platforms.

Important

A It is not possible to configure this version of MySQL Enterprise Monitor Agent to
monitor MySQL 8. To monitor MySQL 8, you must use MySQL Enterprise Monitor
8.0.
Important

A It is strongly recommended that MySQL Enterprise Monitor Agent 4.0 are installed
for use with the MySQL Enterprise Service Manager 4.0.

5.1 General Agent Related Notes

This section describes important features of the Agent.

e The Agent uses three users with different connection levels: Admin, General (optional), and Limited
(optional). These can be created manually or by the installation and configuration process.

» Typically, one Agent is installed per host, and the Agent monitors the host and all MySQL instances on it.
An Agent may also monitor remote MySQL instances.

» Agents automatically detect MySQL instances on a host. Adding the new MySQL instance may be
performed in the MySQL Enterprise Monitor Ul or from the command line.

e Choosing a MySQL Instance to monitor during the installation is optional. If you choose to define a
MySQL Instance while running the Installer, additional MySQL Instances on the host are detected
and reported in MySQL Enterprise Monitor User Interface. From there, you can add the appropriate
configuration information.
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e To detect a local connection in IPv6, the Agent requires forward resolution configured on the system
from localhost to : : 1, which could mean editing the / et ¢/ host s configuration file.

This is because the SHON PROCESSLI ST statement always reports | ocal host even when bound to
.+ 1 without an address resolution. If localhost resolution is not configured for IPv6, the Agent cannot
detect a local IPv6 MySQL server connection.

* You can assign a monitored MySQL instance to a group via the Agent installer, which is displayed in the
MySQL Enterprise Service Manager.

» The old Agent's configuration files (nysql - noni t or - agent . i ni and agent -i nstance. i ni ) no
longer exist. Use cust om xmni instead.

» Passwords are now stored in an encrypted format, so you can no longer recover passwords by looking in
the configuration files.

» The Service Manager now bundles an Agent, which monitors the host on which it is installed, scans for
all MySQL instances on the host, and also monitors the Service Manager repository database.

Note
@ It is recommended to install MySQL Enterprise Service Manager on a dedicated
server with no other MySQL instances installed.

» For alist of supported platforms that the Agent installation supports, see http://www.mysql.com/support/
supportedplatforms/enterprise-monitor.html.

5.2 Creating MySQL User Accounts for the Monitor Agent

MySQL Enterprise Monitor Agent requires a user configured within each MySQL instance that is being
monitored with suitable privileges to collect information about the server, including variable names,
replication, and storage engine status information.

The Agent requires the Admi n user, and can optionally use Gener al or Li m t ed users, or both,
depending on the system's security requirements. During the installation process, you are prompted to
create General and Limited users. You can allow the agent to connect to the database using the Admin
user for all tasks but it is recommended to create the General or Limited users for tasks which do not
require root access to the database. It is not necessary to create both users. It is possible to create one or
the other. The Agent uses the user with the lowest, required privileges for the query and changes to a user
with higher privileges only if the query requires it.

» Admi n: a user that has the SUPER privilege. The SUPER privilege is required to run certain statements
such as SHOW MASTER LOGS or SHOW ENG NE | NNODB STATUS, depending on the version that is
being monitored.

Note

@ If monitoring MySQL Server 5.5, you must also grant CREATE and | NSERT
privileges on the schema the inventory table is created on. The inventory table
stores unique identifiers for the MySQL instance, and is created in the nmysql
schema by default.

The inventory table is not used in MySQL Server 5.6, or higher.

If you intend to automatically create the less-privileged users, General and Limited, you
must also grant the Admin user CREATE USER. You must also grant SHOW VI EW PROCESS,
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Creating the Admin User

REPLI CATI ON CLI ENT, SELECT and SHOW DATABASES privileges globally, and UPDATE on the
per formance_schena. t hr eads table, with GRANT OPTI ON for all.

If you intend to install the sys schema from within MySQL Enterprise Monitor, in addition to the privileges
listed above, you must also grant the Admin user CREATE, | NSERT, CREATE ROUTI NE, CREATE
TEMPORARY TABLES, CREATE VI EW and TRI GGER.

» Gener al : This optional user handles general monitoring tasks that do not require SUPER level privileges.
Lower privileged users are used until higher privileges are required. In which case, MEM temporarily logs
in as the SUPER privileged user, and then falls back to the general user.

If you are manually managing this user, grant at least the EXECUTE, PROCESS, REPL| CATI ON
CLI ENT, SELECT, and SHOW DATABASES privileges globally, and UPDATE on the
per f or mance_schena. t hr eads table. If you intend to use EXPLAI N on views, you must also grant

SHOW VI EW
Important

A If you are monitoring MySQL 5.1.63, or earlier, you must grant the SUPER
privilege to the General user. The agent requires this privilege to use the SHOW
Bl NARY LOGS statement on the monitored instance.

o Li m t ed: This optional user is used for statements that should be limited to a single connection.

Examples of these types of statements include getting database metadata from | NFORVATI ON_SCHENA
tables, or any custom SQL that is used to monitor application specific statistics.

If you are manually managing this user, it should have at least the EXECUTE, SELECT and SHOW
DATABASES privileges globally, and UPDATE on the per f or mance_schena. t hr eads table. If you
intend to use EXPLAI N on views, you must also grant SHOW VI EW

Creating the Admin User

If you do not want to supply the root user information to the installer, create a user manually within your
MySQL server and provide these credentials as the agent user/password combination during installation.
The privileges required for this user account vary depending on the information you gather using the
MySQL Enterprise Monitor Agent.

e SHOW DATABASES: MySQL Enterprise Monitor Agent can gather inventory about the monitored MySQL
server.

e REPLI CATI ON CLI ENT: MySQL Enterprise Monitor Agent can gather Replication master/slave status
data. This privilege is only needed if you use the MySQL Replication Advisor Rules.

e SELECT: MySQL Enterprise Monitor Agent can collect statistics for table objects.

* SUPER: MySQL Enterprise Monitor Agent can execute SHOWN ENG NE | NNODB STATUS to collect data
about InnoDB tables. This privilege is also required to obtain replication information using SHOW MASTER
STATUS and, if monitoring MySQL 5.5 or earlier, to temporarily switch off replication when populating
the mysql . i nvent or y table used to identify the MySQL instance. The nysql . i nvent ory table is not
created on MySQL 5.6, or higher.

is not granted, it is not possible for MySQL Enterprise Monitor to perform object

Note
@ SELECT is required to read data on all objects from | NFORVATI ON_SCHENA. If it
monitoring or statistics.
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Creating the Admin User

» EXECUTE: required to execute helper functions.

» PROCESS: When monitoring a MySQL server running MySQL 5.1.24 or above with | nnoDB, the
PROCESS privilege is required to execute SHOW ENG NE | NNODB STATUS.

» | NSERT: If you are monitoring a MySQL 5.6, or higher, this privilege is not required. Required to create
the UUID used by the agent.

» CREATE: If you are monitoring a MySQL 5.6, or higher, this privilege is not required. The MySQL
Enterprise Monitor Agent can create tables. During discovery, the agent creates the table i nvent ory
within the nysql database that stores the UUID for the server. Without this table, the agent cannot
determine the UUID of the server, which it sends along with other information to MySQL Enterprise
Service Manager.

» UPDATE on the per f or mance_schena. t hr eads table. This is done to prevent SQL Statement
Generates Warnings or Errors events which can be triggered by EXPLAI N plans run by the Query
Analyzer. These warnings are generated because the Per f or mance_Schena captures only 1024
characters of each query. Granting this privilege enables the connection to Per f or neance_Schena to
be dropped before the EXPLAI N and reconnected after the EXPLAI N finishes.

Note
@ If you manage your General and Limited users manually, you must also grant this
privilege to those users.

For example, the following GRANT statement gives the agent the required SELECT, REPLI CATI ON
CL| ENT, SHOW DATABASES and SUPER rights:

GRANT SELECT, CREATE USER, REPLI CATI ON CLI ENT, SHOW DATABASES, SUPER, PROCESS
O\l * . *
TO 'agent_user' @I ocal host"';

Note
@ When using Auto-Create Less Privileged Users, also add W TH GRANT OPTI ON
to the above statement.

For security reasons, you might limit the CREATE and | NSERT privileges to the agent so that it can only
create tables within the nysql database:

GRANT CREATE, | NSERT
ON nysql . *
TO 'agent_user' @I ocal host"';

If the master, or slave, runs a version of MySQL earlier than 5.6, you must grant the SELECT privilege on
the nysql . i nvent ory table for each user with replication privileges on the corresponding replication
master. This enables MySQL Enterprise Monitor Agent to read the replication master UUID. For example:

GRANT SELECT
ON nysql . i nventory
TO 'replicationuser' @%
| DENTI FI ED BY 'replicati on_password';

Note

ensure that the mysqgl . i nvent or y table is created correctly. Start the agent, shut

S Perform this step after running the agent on the corresponding MySQL server to
the agent down, run the above GRANT statement, then start the agent.
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Creating the Limited and General Users

If the agent cannot access the information from the table, a warning containing this information is written to
the agent log.

being replicated to the slaves. In this case, execute the statement SET

Note
@ You might disable logging for the grant statement to prevent the grant information
SQL_LOG BI N=0 before executing the above GRANT statement.

Important

A If running MySQL 5.6, or later, it is not necessary to grant select on
nysql . i nvent ory because the mast er _uui d is used from the slave status.

Therefore, there is no need to start and stop the agent, nor to set SQL_LOG Bl Nto
0.

Creating the Limited and General Users

If the Admin user has the necessary privileges to create other users, you can check the Auto-Create Less
Privileged Users check box, enter credentials for those users, and they are created for you.

If the Auto-Create Less Privileged Users box is unchecked and the credentials for the General and
Limited users blank, the Agent only uses the Admin user for monitoring.

If the Auto-Create Less Privileged Users box is unchecked, you can enter credentials for the General
and Limited users. If you define these users. you must create them on the monitored assets manually.
The installer attempts to validate these users and displays a warning message if they are invalid. The
installation process continues, and the Agent works properly, but you must create those users later.

In a typical configuration, the Agent runs on the same host as the MySQL server it is monitoring, so

the host name is often | ocal host . If the Agent is running on a machine other than the monitored
MySQL server(s), then change | ocal host to the appropriate value. For more information about remote
monitoring, see Section 5.7, “Configuring an Agent to Monitor a Remote MySQL Server”.

5.3 Java Considerations on UNIX-like Platforms

MySQL Enterprise Monitor Agent installers and updaters for UNIX-like platforms are delivered with and
without a compatible JVM. For those installers which do not include a compatible JVM, you must download
and install a compatible version if you do not already have one installed. Consult your platform's support
documentation for information on appropriate installations.

Important

A On 64-bit platforms, it is recommended to use a 32-bit JRE with the 32-bit MySQL
Enterprise Monitor Agent. The 32-bit version uses considerably less RAM than the
64-bit version. For more information, see Compatibility Libraries.

Compatibility Libraries

If you intend to use a 32-bit JVM on a 64-bit platform, ensure that you have the correct compatibility
libraries installed, enabling the 64-bit application to run with a 32-bit JVM.

These libraries differ between Linux versions. For example, on Debian or Ubuntu, you must ensure
Multiarch is installed or, if using earlier versions, i a32-1i bs. On RedHat, or CentOS, you must ensure
thatthe gl i bc. 1 686,11 bXext.i 686 and| i bXtst.i 686 libraries are installed. Consult your platform
documentation for more information on compatibility.
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5.4 Monitoring Agent Graphical Installation Wizard

This section describes how to install the Agent using the Installation Wizard. The steps are identical in the
command line installation method.

Important

A It is not possible to configure this version of MySQL Enterprise Monitor Agent to
monitor MySQL 8. To monitor MySQL 8, you must use MySQL Enterprise Monitor
8.0.
Note

@ To install to the default directory (/ opt / nysql / ent er pri se/ agent), log in as

r oot first. Installing as an unprivileged user installs to the / hone/ user _nane/
nysql / ent er pri se/ agent directory.

To automatically start the agent upon rebooting, you must install while logged in as
root. If you install as an unprivileged user, you must start the agent yourself after
each reboot.

and files that the Agent writes to are owned by the mysql user in the nysql group,
which includes | ogs/, spool /, and et ¢/ agent Managed. The Agent is started

by, and runs as, the nysql user. If you attempt to install to a directory on which the
nysql user cannot act, an error is displayed explaining how to correct the situation.

Note
@ Although MySQL Enterprise Monitor Agent is installed as the root user, directories

You can also install the Monitor Agent in unat t ended mode. For more information on unattended
installation, see Section 8.1, “Unattended Installation”.

Note

@ To install multiple agents on the same machine, use the agent ser vi cenane
option with the installer to set a unique service name each time. For more
information, see i nst al | er _agent servi cenane.
Note

3 On FreeBSD, the Agent Installer does not bundle the required JRE 8.
Note

g There is no 64-bit agent installation for Microsoft Windows platform.

To install the Agent, do the following:

1.
2.

Run the installer as required by your operating system.
The Language Selection dialog is displayed. Select your language, and click OK.
The Installation directory dialog is displayed.

Either change the installation directory, or accept the default value, and choose the connection type for
the agent.
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« Installation directory: enables you to change the installation path.

* TCP/IP: select if the agent uses TCP/IP to connect to the monitored database. This option is not
available on Microsoft Windows platforms. TCP/IP is used by default.

* Socket: select if the agent uses socket to connect to the monitored database. This is only possible if
the agent is monitoring a local database. This option is not available on Microsoft Windows platforms.

If you choose Socket, you must enter the path to the socket later in the installation process.

Click Forward. The Monitoring Options dialog is displayed. The installation starts and the files are
copied to the installation directory.

You can choose whether to monitor the host on which the agent is installed, or the host and a MySQL
instance. If you select host only, you have to configure the connection to the MySQL Enterprise
Service Manager, but no other configuration is required. If you select host and database, you must also
configure the database connection parameters.

Click Forward. If you are installing on Apple OS X, the Install as a service dialog is displayed. This
dialog enables you to install the agent as a service, which restarts each time the host is restarted. This
option requires an Administrator's password.

On all other platforms, the MySQL Enterprise Monitor Options dialog is displayed.
The MySQL Enterprise Monitor Options dialog is displayed. Complete the following:

* Hostname or IP address: the hostname or IP address of the server where MySQL Enterprise
Service Manager is installed.

e Tomcat SSL Port: the SSL port the MySQL Enterprise Service Manager is listening on.

* Agent Username: the agent username. This is the username all agents must use to connect to the
MySQL Enterprise Service Manager.

« Agent Password: the agent's password. This is the password all agents must use to connect to the
MySQL Enterprise Service Manager.

« Re-enter: re-enter the agent's password.

Click Forward. The Monitored Database Configuration Options dialog is displayed.

The Monitored Database Configuration Options enables you to choose the remaining steps of the
installation. The following options are available:

« Validate hostname, port, and Admin account privileges: select this option to attempt a test
connection to the database with the supplied credentials, defined in the Monitored Database
Information dialog. If you do not select this option, the installer does not attempt a test connection to
the database with the supplied credentials.

Note
g It is recommended to validate the connection.

« Configure encryption settings for user accounts: select this to configure the Encryption Settings
dialog. If selected, this dialog is displayed after the Monitored Database Information dialog. The
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Encryption Settings dialog enables you to define the SSL options for connections to SSL-enabled
MySQL Instances.

Important

A Ensure the MySQL instance is SSL-enabled.

e Configure less-privileged user accounts: select if you intend to define the less-privileged user
accounts, General and Li m t ed.

Make your selection and click Forward.

The Monitored Database Information dialog is displayed.

The Monitored Database Information dialog enables you to define the connection parameters for the
MySQL instance the agent monitors.

* MySQL hostname or IP address: the IP address or hostname of the server on which the MySQL
instance is running.

« MySQL Port: the port the MySQL instance is listening on.

« Admin User: the admin user the agent uses. This can be the r oot user, or another user with the
SUPER privilege.

* Admin Password: the password of the admin user.
* Re-enter Password: re-enter the admin user's password.

e Monitor Group: the group to which you want the instance to be added in MySQL Enterprise Service
Manager. If the group does not exist, it is created, and the monitored instance added to it.

Click Forward. If you selected Validate hostname, port, and Admin account privileges on the
Monitored Database Configuration Options dialog, the supplied credentials are verified against the
MySQL instance.

If you selected Configure encryption settings for user accounts on the Monitored Database
Configuration Options dialog, the Encryption Settings dialog is displayed.

The Encryption Settings dialog enables you to define the SSL connection parameters for your
connection to the SSL-enabled MySQL Instance.

« Require Encryption: enforces encrypted connections between the agent and the MySQL instance.
« Allow Self-Signed Certificates: specifies whether self-signed certificates are permitted.

« CA Certificate: the path to the CA certificate.
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9. If you selected Configure less-privileged user accounts on the Monitored Database Configuration
Options, the Less Privileged User Account Creation dialog is displayed.

« Auto-create Less Privileged Users: select to automatically create the users, using the credentials
supplied. If you do not create these users, all agent queries are run as the Admin user.

¢ General Username: username of the General user.
e General Password: password of the General user.
e Limited Username: username of the Limited user.
« Limited Password: password of the Limited user.

Click Forward to create the Agent account and complete the installation.

5.5 Starting/Stopping MySQL Enterprise Monitor Agent

MySQL Enterprise Monitor Agent can be started and stopped at any time. When not running, information
about the current status of your server is not available. MySQL Enterprise Service Manager provides a
warning if an agent and the MySQL server that it monitors are unavailable.

5.5.1 Starting/Stopping the Agent on Windows

You have the option of starting the Monitor Agent from the final installation screen. Otherwise you can do
this by going to the St art Menu and under Pr ogr ans find MySQL and then the MySQL Enterpri se
Moni t or Agent entry. Simply selectthe Start MySQL Enterprise Monitor Agent option.

Note

@ On Windows Vista or later, starting the agent requires administrative privileges
—you must be logged in as an administrator. To start or stop the agent right-
click the menu item and choose the Run as Administrator menu option. The
same restriction applies to starting the agent from the command line. To open
an administrator cnd window right-click the cnd icon and choose the Run as
Administrator menu option.

through the port specified during installation. The default value for this port is
18443; ensure that this port is not blocked. If you need help troubleshooting the

Warning
O To report its findings, the agent needs to be able to connect to the Monitor Ul
agent installation see, Section 5.10, “Troubleshooting the Agent”.

Alternately, you can start the agent from the command line by entering:

shel | > sc start MySQLEnt er pri seMoni t or Agent

or:

shel | > net start MySQLEnter pri sehMonitor Agent

You can also start the agent by issuing the command, agent ct| . bat st art. Stop the agent by passing
the argument, st op. This batch file is found in the Agent directory.

For confirmation that the service is running you can open the Microsoft Management Console Services
window. To do this go to the Control Panel, find Admi ni strative Tool s and click the link to Ser vi ces.
Locate the service named MySQL Ent erpri se Monitor Agent and look under the Status column.
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You can also start the agent from this window rather than from the St art menu or the command line.
Simply right-click MySQL Ent er pri se Monitor Agent and choose St art from the pop-up menu.
Starting the agent from this window opens an error dialog box if the agent cannot connect to the MySQL
server it is monitoring. No error is displayed if the agent is unable to connect to the MySQL Enterprise
Service Manager.

The pop-up menu for starting the agent also offers the option of stopping the agent. To stop the agent from
the command line you only need type:

shel | > sc stop MySQLEnt er pri seMoni t or Agent

or:

shel | > net stop MySQLEnt er pri seMoni t or Agent

Note

S MySQLENt er pri seMbni t or Agent is the default name of the Monitor Agent
service.

5.5.2 Starting/Stopping the Agent on Mac OS X

Using launchd

The preferred method is to use | aunchd to load the Agent as a service. After selecting "Install as a
service" during the installation process, you may start or stop the Agent service using the following
commands.

To start the Agent:

shel | > sudo | aunchct!| | oad /Library/LaunchDaenons/ nysql . agent. pli st

To stop the Agent:

shel | > sudo | aunchct!| unl oad /Library/LaunchDaenons/ nmysql . agent. pli st

Using init

Alternatively, an init.d script to start the Agent on Mac OS X is located in the / Appl i cati ons/ nmysql /
enterprise/agent/etc/init.ddirectory. To start the Agent navigate to this directory and at the
command line type:

shel | > ./ nysql - noni tor-agent start

To stop the Agent, use the st op command:

shel | > ./ nysql - noni t or - agent stop

If the agent cannot be stopped because the pi d file that contains the agent's process ID cannot be found,
you can use ki | | to send a TERMsignal to the running process:

shel > kill -TERM PID

If you run more than one agent on a specific machine, you must also specify the path to the i ni file when
you stop the agent. Executing nysql - noni t or - agent st op without ani ni file only stops the agent
associated with the default i ni file.

To verify that the agent is running, use the following command:

shel | > ./ nysql - noni t or - agent st at us
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The resulting message indicates whether the agent is running. If the agent is not running, use the following
command to view the last ten entries in the general Agent log file:

shell > tail /Applications/nmysql/enterprisel/agent/|ogs/nysql-nonitor-agent.|og
For further information on troubleshooting the agent, see Section 5.10, “Troubleshooting the Agent”.

Installation creates the directory / Appl i cati ons/ nysql / ent erpri se/ agent, and the | ogs directory
is located immediately below the agent directory.

To see all the command-line options available when running the monitor agent, navigate to the /
Applications/ nysql/enterprisel/agent/etc/init.d directory and execute mysqgl - noni t or -
agent hel p, which displays the usage message:

shel | > ./ nysql -noni tor-agent {start|stop|restart|status}

specified during installation. The default value for this port is 18443; ensure that
this port is not blocked. To troubleshoot the agent installation, see Section 5.10,

Warning
O To report its findings, the agent connects to the Monitor Ul through the port
“Troubleshooting the Agent”.

5.5.3 Starting/Stopping the Agent on Unix

When installation is finished, you can start the monitor agent from the command line by typing:
shel | > /opt/ nmysql /enterprise/agent/etc/init.d/ nmysql-nonitor-agent start

For a non-r oot installation the command would be:

shel | > / hone/ <user nane>/ nysql /enterprisel/agent/etc/init.d/ nmysql-nonitor-agent start

To stop the agent, use the st op command:

shel | > ./ nysql - moni t or - agent st op

If the agent cannot be stopped because the pi d file that contains the agent's process ID cannot be found,
you can use ki | | to send a TERMsignal to the running process:

shell > kill -TERM PI D

To verify that the agent is running, use the following command:

shel | > ./ nysql - nmoni t or - agent st atus

The resulting message indicates whether the agent is running. If the agent is not running, use the following
command to view the last ten entries in the general Agent log file:

shell > tail /opt/mysqgl/enterprisel/agent/| ogs/ mysql-nonitor-agent.|og
For further information on troubleshooting the agent, see Section 5.10, “Troubleshooting the Agent”.

Installation creates the directory / opt / nysql / ent er pri se/ agent , with the | ogs directory is located
immediately below the agent directory.

To see all the command-line options available when running the monitor agent, navigate to the / opt /
nmysql / enterprise/agent/etc/init.d directory and execute mysql - noni t or - agent hel p, which
displays the usage message:

shel | > ./ nysql -noni tor-agent {start|stop|restart|status}
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specified during installation. The default value for this port is 18443; ensure that
this port is not blocked. To troubleshoot the agent installation, see Section 5.10,

Warning
O To report its findings, the agent connects to the Monitor Ul through the port
“Troubleshooting the Agent”.

5.5.4 sgl_mode

On startup, the agent sets

sql _node=STRI CT_TRANS_ TABLES, NO ENG NE_SUBSTI TUTI ON, NO AUTO_CREATE_USER
on the monitored MySQL instance. If sql _node=0ONLY_FULL_GROUP_BY, agent

gueries can fail. The local agent of MySQL Enterprise Service Manager also sets

sql _node=STRI CT_TRANS TABLES, NO ENG NE_SUBSTI TUTI ONon the repository.

5.6 Monitoring Multiple MySQL Servers

You can monitor multiple MySQL servers (either on the same machine, or remotely across different
machines) using a single Agent.

Make sure that the MySQL instance that you want to monitor has a suitable user to use for connecting to
the host. For more information, see Section 5.2, “Creating MySQL User Accounts for the Monitor Agent”.

Typically, an Agent scans a host and reports unmonitored MySQL instances to MySQL Enterprise Monitor
User Interface. For more information, see Section 1.2, “MySQL Enterprise Monitor Agent”. For information
about how to change the status of a MySQL instance from unmonitored to monitored, see Chapter 15,
Manage Instances.

5.7 Configuring an Agent to Monitor a Remote MySQL Server

Typically, the Agent runs on the same machine as the MySQL servers that it is monitoring. To monitor
MySQL servers running on remote hosts, you can install the Agent on a machine other than the one
hosting the MySQL server.

The process for installing an Agent to monitor a MySQL server on a remote machine is identical to the
process described in Chapter 5, Monitor Agent Installation. Follow the directions given there, being careful
to either select "host-only" and add remote MySQL instances later, or specify the correct IP address or host
name for MySQL Enterprise Service Manager and likewise for the MySQL server— since the Agent is not
running on the same machine as the MySQL server, it cannot be the default (I ocal host).

Ensure that the Agent has the appropriate rights to log in to the MySQL server from a host other than

| ocal host and that the port used by the MySQL server, typically 3306 must be open for remote access.
For more information about the database credentials required by agents see, Section 5.2, “Creating
MySQL User Accounts for the Monitor Agent”.

The Agent also needs to be able to log in to MySQL Enterprise Service Manager, typically using port
18443, so ensure that the appropriate port is open.

Remote Monitoring Limitations

» Remote monitoring does not provide operating system level data, such as CPU, file, and network
utilization information.

» Monitoring multiple MySQL instances with a single agent potentially means having a single point
of failure. This is especially true for remote monitoring, where a loss of connection means loss of
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monitoring data, whereas an Agent installed on the same server as the MySQL instance continues
monitoring and transmits the backlog of data to the MySQL Enterprise Service Manager upon
reconnection.

 For replication autodiscovery, do not use remote monitoring for replicas or sources. The Agent must be
installed on the same machine as the server you are monitoring for discovery to work properly. For more
information, see Chapter 26, Replication Dashboard.

5.8 Monitoring Outside the Firewall with an SSH Tunnel

If you run an SSH server on the machine that hosts the MySQL Enterprise Service Manager and an SSH
client on the machine that hosts the agent, you can create an SSH tunnel so that the agent can bypass
your firewall. First, you need to make an adjustment to the agent - ngnt - host nane value specified in
the et ¢/ boot st rap. properti es configuration file. Stop the agent and change the host nane value as
shown in the following:

agent - ngnt - host name = https://agent_nane: passwor d@ ocal host : 18443/

Replace the agent _nane and passwor d with suitable values. Likewise replace port 18443 if you are
not running the Monitor Ul on this port. Use | ocal host for the host name, since the agent is connecting
through an SSH tunnel.

Next, execute the following command on the machine where the agent is running:

shel | > ssh -L 18443: Monitor_U _Host: 18443 -1 user_nanme -N Monitor_U _Host
When prompted, enter the password for user _nane.

If you are not running MySQL Enterprise Service Manager on port 18443, substitute the appropriate port
number. Likewise, replace Moni t or Ul _Host with the correct value. user _narne represents a valid
operating system user on the machine that hosts the MySQL Enterprise Service Manager.

Be sure to restart the agent so that the new value for the host nane takes effect. For instructions on
restarting the agent see:

» Under Windows see, Section 5.5.1, “Starting/Stopping the Agent on Windows”.
» Under Unix see, Section 5.5.3, “Starting/Stopping the Agent on Unix”".

» Under Mac OS X see, Section 5.5.2, “Starting/Stopping the Agent on Mac OS X".

5.9 HTTP Connection Timeout

The HTTP connection between agent and Service Manager has a default timeout of 250 seconds for an
attempted connection and 300 seconds for an established connection. It is possible to override these
values in boot st rap. properti es by adding the following parameters:

1. http-connect-tineout-ns=N. Where N is the number of milliseconds to wait before timing-out a
HTTP connection attempt.

2. http-socket-tineout-ns=N:. Where N is the number of milliseconds to wait before timing-out a
HTTP socket read or write.

If set to zero (0), no timeout is defined. Negative values are not supported.

5.10 Troubleshooting the Agent
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The first step in troubleshooting the agent is finding out whether it is running or not. To do this see:

Windows: Section 5.5.1, “Starting/Stopping the Agent on Windows”
Unix: Section 5.5.3, “Starting/Stopping the Agent on Unix”

Mac OS X: Section 5.5.2, “Starting/Stopping the Agent on Mac OS X”

Some additional tips are:

To run on start-up, the agent requires correct login credentials for the monitored MySQL server. Log

in to the monitored MySQL server and check the agent's credentials. Compare the values of the

Host , and User fields in the mysqgl . user table with the values shown in the et ¢/ agent Managed/
nysql Connecti on<i d>/ bean/ j son file. The passwords are encrypted so they can not be manually
managed here, but the password can be altered from the MySQL Instances page in the MySQL
Enterprise Monitor User Interface, or by using the agent connection tool (agent . sh) from the command
line.

Using incorrect credentials for logging in to the service manager creates an entry in the agent log file.

An easy way to confirm that the agent can log in to the service manager is to type
https://Monitor_U _Host: 18443/ heart beat into the address bar of your web browser,
substituting the appropriate host name and port. When the HTTP authentication dialog box opens, enter
the agent user name and password. The following message indicates a successful login:

<excepti ons>
<error>E0401: Nul | Agent Payl oadException: []</error>
</ excepti ons>

in successfully. This error appears because you have logged in but with no

Note
@ Despite the fact that the preceding listing shows an error, you have logged
“payload”.

If you can log in successfully in the way described above and the agent is running, then there may
be errors in Agent's configuration. Compare the host name, port, agent name, and password used
in MySQL Enterprise Monitor User Interface, and also check it using agent . sh, with the values you
entered into the address bar of your web browser.

If HTTP authentication fails, you may be using incorrect credentials for the agent. Attempting to log in to
the service manager using incorrect credentials creates an entry in the agent log file.

If no HTTP authentication dialog box is displayed, and you are unable to connect, the host name or port
number might be specified incorrectly. Confirm the values you entered against those described as the
Application hostname and port: inthe configuration_report.txt. Failure to connect
could also indicate that the port is blocked on the machine hosting MySQL Enterprise Service Manager.

To check if a blocked port is the problem, check your firewall's configuration for that port number. Open
the port specified during installation and restart the agent. If necessary you can monitor outside the
firewall using an SSH tunnel. For more information, see Section 5.8, “Monitoring Outside the Firewall
with an SSH Tunnel”.

Running the agent from the command line sometimes displays errors that fail to appear in the log file or
on the screen when the agent is started from a menu option. To start the agent from the command line
see the instructions given at the start of this section.

If you have more than one agent running on the same machine, the UUI D must be unique.
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« If the agent and the MySQL server it is monitoring are running on different machines, ensure that the
correct host is specified for the agent account. The correct port, typically 3306, must also be open for
remote login. For more information about remote monitoring see, Section 5.7, “Configuring an Agent to
Monitor a Remote MySQL Server”.

* On MySQL 5.5, or earlier, MySQL Enterprise Monitor Agent and MySQL Enterprise Service Manager
use the unique host ID, stored within the nysql . i nvent or y table on the monitored MySQL Server, to
determine whether the instance being monitored is a clone. The host ID of the current server is checked
against the stored value when the agent starts. If the generated host ID and stored host ID do not match,
you get an error similar to the following in the agent log file:

%: [¥%] the hostid frommnysql.inventory doesn't match our agent's host-id (% != %)
We assune that this is a cloned host and shut down now.

Pl ease TRUNCATE TABLE nysqgl .inventory on this nysql-instance and restart the agent.
If this is a naster for replication, please also run SET SQL_LOG BIN = 0; first.

To fix the problem, connect to the MySQL server using the credentials configured when you installed the
agent, and then truncate the nysql . i nvent ory table:

nmysql > TRUNCATE mysql . i nventory;

Now restart the agent, which recreates the nysql . i nvent ory table with the updated instance UUID
and hostid information.

5.11 Agent Backlog

The agent backlog is a caching mechanism which stores monitoring data in the event the agent cannot
communicate with the MySQL Enterprise Service Manager. The backlog can store 10MB of monitored data
in active RAM.

» Monitoring one MySQL instance: the agent backlog can store up to 40 minutes of monitored data before
the backlog cache is filled and data dropped.

» Monitoring 10 MySQL instances: the agent backlog can store up to 4 minutes of monitored data before
the backlog cache is filled and data dropped.
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Chapter 6 Upgrading MySQL Enterprise Monitor Installations
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This chapter describes the upgrade process to MySQL Enterprise Monitor 4.0.

A

Important

It is not possible to upgrade any version older than MySQL Enterprise Monitor 3.2.0
directly to 4.0. To upgrade an older installation, you must first upgrade to 3.2.x, then
upgrade to 4.0.

The upgrade installer generates an error if you attempt to upgrade an older version.

6.1 General considerations when upgrading MySQL Enterprise

Monitor

You cannot use the update installers to change to a different update a 32-bit Linux installation to a 64-bit
version using an update installer. You must perform a fresh installation instead.

Customizations to set env. sh are lost, as this file is replaced and optimized during an upgrade.

The installation and configuration of MySQL Enterprise Monitor Agent must be standard before you start
the installation. The update installer cannot upgrade agents where you have changed or modified the file
names or directory layout of the installed agent.

A

X
A

Important

The upgrade installer overwrites i t ens- nysql - noni t or . xm . On Windows, this
file is in the C: \ Program Fi | es\ MySQL\ Ent er pri se\ Agent\ shar e\ nysql -
noni t or - agent directory and on Unix, in the / opt/ mysql / ent er pri se/
agent/shar e/ nysql - noni t or - agent directory. Back this file up if you have
made any changes to it.

Warning

The upgrade installer for MySQL Enterprise Service Manager overwrites any
changes made to the ny. cnf in your MySQL Enterprise Service Manager
installation. Backup the existing my. cnf file before starting the upgrade installer.

Important

MySQL Enterprise Service Manager is bundled with the latest MySQL server. If
you are using the bundled MySQL server for your repository (default installation),
the upgrade process upgrades your repository to the latest version bundled. If you
are using another MySQL Server as your repository, you must upgrade it manually
before installing MySQL Enterprise Service Manager.
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If you attempt to configure a repository which does not meet the version
prerequisites, the upgrader displays an error message, and the installation cannot
continue.

6.2 Upgrading MySQL Enterprise Monitor

You must upgrade your MySQL Enterprise Service Manager installation first, and your agents after the
MySQL Enterprise Service Manager installation completes successfully.

Upgrade Installer

The name of the upgrade file varies, but includes the target operating system, the version installed by the
upgrade, and the component name. For example, a file named nysql ent er pri semanager - 4. 0. 0-

wi ndows- updat e-i nstal | er. exe updates MySQL Enterprise Service Manager on Windows to version
4.0.

Run the installation file and choose the directory of your current installation and whether or not you wish
to back up your current installation. The time required to complete the process varies depending upon the
nature of the update.

You can run an unattended upgrade, the same way you run an unattended install. To see all the options
you can specify during the upgrade process, run the update installer with the - - hel p option.

For more information on the unattended upgrade process, see Section 8.1.2, “"MySQL Enterprise Service
Manager Options”.

Service Manager Upgrade Process

Important

A If using an external repository, you must upgrade it to at least MySQL Server
5.7.9 before upgrading your MySQL Enterprise Service Manager. 5.7.19 is
recommended.

To upgrade MySQL Enterprise Service Manager, do the following:

1. Select the required installation language and click Forward. The Installation Directory dialog is
displayed.

2. Confirm the location of your existing installation and click Forward. The Backup of Previous
Installation dialog is displayed.

3. If you want to backup your existing installation, select Yes and edit the Backup directory field if
required.

If you do not want to backup your existing installation, select No.
Click Forward to continue.
The Tomcat Server Option dialog is displayed.
4. Confirm the values in the Tomcat Server Port and Tomcat SSL Port fields.
Click Forward to continue.

The Repository Configuration dialog is displayed.
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5. Confirm your repository Configuration. Click Forward to continue.

The upgrade is now ready to install. Click Forward to upgrade your installation, or Back to review or
edit any values.

The upgrade process shuts down the MySQL Enterprise Service Manager services and performs the
backup of the existing installation, if you chose to do so, then copies the new files to the installation
directory, and starts the new services.

6. The installation completes. You are prompted to launch and configure the application.

keystore of the Java VM bundled with your MySQL Enterprise Monitor, you must
extract them from the backup listed below and manually re-import them, as this

Note
@ If you are using LDAP and have imported your own SSL certificates into the
upgrade included a new Java VM.

Agent Upgrade Process

To upgrade MySQL Enterprise Monitor Agent, do the following:

1. Select the required installation language and click Forward. The Installation Directory dialog is
displayed.

2. Confirm the location of your existing installation.

3. Confirm the location of your existing installation and click Forward. The Backup and Restart Options
dialog is displayed.

« Backup the current installation check box, specify an alternate location if required. This option is
enabled by default.

If you do not want to back up your existing installation, deselect this check box.
« Restart Agent immediately after updating all files check box. Enabled by default.
If you want to start your agent manually, at a later time, deselect this check box.

The installation is started and completes.

6.3 Restoring from Backup

This section describes how to restore an installation from a backup.

If you chose to back up your current installation, a directory named backup is created in the current
installation directory. This directory contains copies of the directory or directories that are replaced during
the update. In cases where only specific files are replaced, the backup directory may contain only these
files. To undo the update, stop both the MySQL Enterprise Service Manager and MySQL Enterprise
Monitor Agent, delete the files and directories in the installation directory, except for the backup directory.
Copy the contents of the backup directory to the installation directory. Then restart the services.

If you choose to back up your current installation, the installer checks that there is adequate disk space for
your repository backup. If there is not enough space, you are given the option of choosing another location;
you can also choose not to back up the repository.
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Chapter 7 Post-installation Considerations
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Depending upon your use of MySQL Enterprise Monitor, you might perform some or all of these tasks after
installation.

7.1 General Considerations

This section describes some of the general tasks which may be required after installation or upgrade.

New Users

1. Groups and Connections: Groups have always been used to define Event handling and Advisor
scheduling policies; in this release Groups can also be used to restrict visibility and access to specific
MySQL instances and their hosts. Before you create Connections and set up Groups, we recommend
you first read the note immediately following on Users, Roles, and Access Control

« To create connections, select Instances from the Configuration section of the navigation menu .
Create new monitoring connections either by processing the unmonitored instances already
discovered by MEM or by manually specifying connection parameters for each MySQL Instance you
want to monitor. See Section 15.2, “Monitored Instance Details” for more information on creating
connections in the User Interface.

» Select Groups from the Configuration section of the navigation menu to collect your MySQL
instances into Groups.

2. Users, Roles, and Access Control (ACLs): Before creating your user accounts, see Chapter 21,
Access Control and Chapter 22, Access Control - Best Practices.

Do you want to provide open access to all monitored resources for all Users? Or define Roles granting
access to specific groups of MySQL Instances? If you intend to restrict access in this way, you must
first create Groups of MySQL instances, see Chapter 16, Managing Groups of Instances. Only after you
create groups can you create group-specific Roles.

Finally, assign users to your Roles.
You can also map users to Roles defined in LDAP or Active Directory.

3. Configure Event Handling and Notification policies: Open Event Handling from the navigation
menu. Complete, and test, the SMTP, or SNMP, configuration. See Chapter 20, Event Handlers for
more information.

4. Overview: Select Overview from the navigation menu. Set the defaults for the groups you want to
view, the time range, and graphs to display. See Chapter 23, Overview for more information.

5. Replication: If you are using MySQL Replication, select Replication a from the navigation menu and
select a group to view its configuration, status and replication error details. Select Topology a from

53



Existing users: Guide to completing your upgrade

the navigation menu to see the topology of the replication. See Chapter 26, Replication Dashboard for
more information.

6. Advisors: You can accept the defaults defined, or select Advisors from the Configuration section of
the navigation menu and customize the threshold for groups, or individual MySQL Instances. For more
information, see Chapter 17, Advisors.

7. SQL Performance Tuning: If you are monitoring instances of MySQL running version 5.6.14 or later,
rich SQL performance tuning data is available in the Query Analyzer.

8. 1/0 and Lock Contention: If you are using MySQL 5.6 or later consider deploying the sys schema, and
making use of the Database File I/O and Lock Waits reports from the Reports & Graphs menu. These
help you identify who or what is using the most I/O, and whether there is any lock wait contention within
your MySQL Instance. See Section 28.2, “Database File 1/0 and Lock Waits” for more information.

Existing users: Guide to completing your upgrade

» Update Agents: If you have not done so already, we recommend updating your Agents before
continuing. See Chapter 6, Upgrading MySQL Enterprise Monitor Installations.

e Overview: If you have not already done so, select Overview from the navigation menu and familiarize
yourself with the updated design. Then set defaults for which Group you want to view, the graph time
range, and the set and order of Graphs to display. See Chapter 16, Managing Groups of Instances.

7.2 Installing SSL Certificates

Important

A The self-signed certificates are generated by the installation or upgrade process,
and are set to expire after 365 days. In the unlikely event you are running a
version of MySQL Enterprise Service Manager using the default certificates for
more than a year, you must generate new certificates. If you do not generate new
certificates, the SSL connection between MySQL Enterprise Service Manager and
the repository fails. This section describes how to generate those certificates.

These instructions guide you through the process of installing SSL certificates for your MySQL Enterprise
Monitor installation.

Checking the Keystore

All certificates and keys are stored in the Tomcat keystore. To check the certificates stored in the keystore,
run the following command:

keyt ool -keystore $I NSTALL_ROOT/ apache-tontat/conf/keystore -list -v

Generating Keystore, Key, and Certificate

For information on using keyt ool , see Java Keytool.

To generate the certificate and add it to the default keystore, run the following command:

$I NSTALL_ROOT/ j aval bi n/ keyt ool -genkey -keyal g RSA -sigal g SHA256wi t hRSA
- keyst ore $I NSTALL_ROOT/ apache-t ontat/conf/keystore -alias toncat
-validity 365 -keysize 2048

This generates a 2048-bit, RSA private key, and certificate. This is the same command as used by MySQL
Enterprise Monitor installers.
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Important

accepting the default by pressing Enter, you must also add the new password in the

A When prompted for the key password, if you enter a password, rather than
Tomcat configuration file, server . xm .

MySQL Enterprise Service Manager SSL Import

To install an SSL certificate for MySQL Enterprise Service Manager you must use the Java keyt ool to
import the certificate into the keystore.

To import your certificate, run the following command:

keytool -inport -trustcacerts -alias nycertificate -file cert.pem -keystore keystore

If you want to import an existing certificate, which is password protected, you must convert it to a format
understood by the Java keytool. The certificate must be converted from X509 to pkcs12 format using the
openSSL toolkit and the following command:

openssl pkcsl2 -export -in [path-to-x509Cert] -inkey [path-to-cert-private-key]
-out [path-to-cert-to-inport-for-keystore] -nane tontat

Important

A The certificate name must be set to tomcat, or match the name used in the key
generation steps.

To import the converted certificate, run the following command:
$I NSTALL_ROOT/ j aval bi n/ keyt ool -i nportkeystore
-srckeystore [path-to-cert-to-inport-for-keystore] -srcstoretype pkcsl2

- dest keyst ore $I NSTALL _ROOT/ apache-t ontat/ conf/ keystore
-deststoretype jks -srcalias toncat -destalias tontat

Note
@ If you are replacing an existing certificate with a new certificate using the same
name, you must delete the existing certificate before importing the new one.

For example, if replacing a certificate named t ontat , which is the default in
MySQL Enterprise Monitor, you must run the keytool with - del et e - nane -
t ontat before running the import command.

Restart the service manager. For more information about stopping and starting the service manager, see
the instructions for Unix/Mac OS X and Microsoft Windows.

SSL for the Repository
For information on SSL and MySQL Server, see Creating SSL and RSA Certificates and Keys.

MySQL Enterprise Monitor Agent

To configure SSL-related options for the Agent, the following values may be placed in $I NSTALL_ROOT/
et c/ boot strap. properties:
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Table 7.1 Agent SSL Configuration Options

Parameter Description Removed
ssl-verify- Values: True or False (default).
host nanes

Verify that the hostname of the service manager that the Agent
is connected to matches what is in the SSL certificate.

ssl-al | ow sel f- Values:True (default) or False.

signed-certs
If set to t r ue self-signed certificates are permitted. If set to

f al se, self-signed certificates are not permitted.

ssl -verify-host- Values: True or False (default). 3.0.20

certs
To support self-signed certificates, a commercial certificate, or

if the CA certificate has been imported into a keystore, set to

true.

ssl - ca- keyst ore- Values: String

pat h
Path to keystore with CA cert(s), if ssl - al | ow sel f -
si gned- cert s is true. This path must be defined as a URL.
For example:
file://lApplications/nysql/enterprisel/agent/
et c/ nykeystore

ssl - ca- keyst ore- Values: String

passwor d

Password for the CA keystore, if ssl - al | ow sel f - si gned-
certs istrue.

An example boot st rap. properti es SSL certification section:

ssl -veri fy-host name=f al se

ssl -al | ow sel f -si gned-certs=true

ssl -ca- keystore-path=file:///Applications/mysql/enterprisel/agent/etc/nykeystore
ssl - ca- keyst or e- passwor d=passwor d123

To import a CA certificate in PEM format to a new keystore on the Agent, execute the following:

$I NSTALL_ROQOT/ j aval bi n/ keyt ool -inport -file /path/to/calca. pem-alias CA ALIAS -keystore $I NSTALL_ROOT/ et c/ ca

The tool responds with the certificate details. For example:

Enter keystore password: (the keystore requires at least a 6 character password)
Re-enter new password:

Onner: CN=server Nanme.com O=MySQ. AB, ST=Uppsal a, C=SE
I ssuer: O=MySQ. AB, L=Uppsal a, ST=Uppsal a, C=SE
Serial nunber: 100002
Valid from Fri Jan 29 12:56:49 CET 2010 until: Wed Jan 28 12:56:49 CET 2015
Certificate fingerprints:
MD5: E5: FB: 56: 76: 78: B1: 0C: D7: BO: 80: 9F: 65: 06: 3E: 48: 3E
SHA1: 87:59: 80: 28: CE: 15: EF: 7E: F1: 75: 4B: 76: 77: 5E: 64: EA: B7: 1D: D1: 18
SHA256: F4: 0B: 79: 52: CF: F3: Al: A4: 7F: B2: D7: C1: 65: 60: FO: 80: 93: 87: D2: 68: 9A: Al:
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84: F4: 06: 6E: 8E: CF: Cl1: F6: 1B: 52
Si gnature al gorithm name: MD5wi t hRSA
Version: 1
Trust this certificate? [no]: (type yes + enter)
Certificate was added to keystore

You must edit the ssl - ca- * configuration values in boot st r ap. properti es accordingly, to use the
path to the keystore and password.

LDAP SSL Configuration

SSL configuration for LDAP is configured at the Java VM level. That is, it is configured in the keystore of
the Java VM bundled with your MySQL Enterprise Monitor installation.

Important

A The JVM shipped with MySQL Enterprise Service Manager does not support the
AES256 cipher. This can prevent you using LDAP servers which implement that
cipher.

To connect to LDAP servers which implement the AES256 cipher, you must
download and install the Java Cryptography Extension (JCE) Unlimited
Strength Jurisdiction Policy Files 8 package. This package is available from:
Java Cryptography Extension.

The steps described in this section assume your LDAP server is correctly configured and you have a root
CA certificate which was used to generate the LDAP server's certificate.

To enable SSL for LDAP and MySQL Enterprise Service Manager, you must do the following:

1. Convert the LDAP server's root CA certificate from PEM to DER format, if necessary. If the CA
certificate is already in DER format, continue to the next step.

openssl x509 -in cacert.pem-informPEM -out ~/cacert.der -outform DER

2. Import the CA certificate, in DER format, into the MySQL Enterprise Service Manager Java keystore.
Run the following command from the bi n directory of your MySQL Enterprise Service Manager's Java
installation:

keytool -inmport -trustcacerts -alias |dapssl -file ~/cacert.der -keystore |ib/security/cacerts
3. Restart MySQL Enterprise Service Manager with the following command:
nmysql /enterprise/nonitor/nysqlnonitorctl.sh restart

7.3 Backup the Repository

The following is an example of how to use nysql dunp to export all databases in the repository instance to
a dump file named nem dunp:

for MySQL Enterprise Service Manager and not for any other purpose. This is the

Note
3 This example assumes you are using the MySQL instance solely as the repository
recommended implementation.
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shel | > nmysqgl dunp --single-transaction -uservi ce_nmanager -pPassword
-P13306 -h127.0.0.1 —all -databases > nmem dunp

The above command creates a file, nem dunp, containing all MySQL Enterprise Service Manager data.

To restore the dump file, run the following mysgl command on a clean instance:

shel | > nysqgl -u <user> -p -P13306 -h127.0.0.1 < nem dunp

You should also backup the following files:
e apache-tontat/conf/ Keystore

e apache-tontat/conf/server. xm

javallibl/security/cacerts
» apache-tontat/ webapps/ ROOT/ VEB- | NF/ confi g. properties
e apache-tontat/ webapps/ ROOT/ VEB- | NF/ conf i gAr ea/ mem keyst ore

You can also use MySQL Enterprise Backup to manage your repository backup process. For more
information, see the MySQL Enterprise Backup documentation.

data directory to another location, and restart. To restore the copy, simply shut
down MySQL Enterprise Service Manager and overwrite the data directory with the
backup, and restart. This is the same process used by MySQL Enterprise Service

Note
@ It is also possible to shut down MySQL Enterprise Service Manager, copy the entire
Manager upgrade installer.

7.4 Changing an SSH Host Key

The SSH Host key is used to distinguish monitored hosts, there should not be duplicate SSH keys. A
key can be duplicated if a server is cloned. This section describes how to change the SSH host key for a
particular host, eliminating the events and alarms generated when duplicate hosts are detected.

The following steps must be performed:

» Generate a new SSH key for the monitored host.

« Edit the monitoring agent's configuration.

» Edit the host i d in the MySQL Enterprise Service Manager repository.

On UNIX, Linux and Mac OS platforms, use the ssh- keygen utility. On Microsoft Windows platforms,
there are several tools, but this example uses put t ygen.

To generate a new SSH key for the monitored host, do the following:

1. On the monitored host, generate an SSH key. For example:

shel | > ssh-keygen -t rsa -N"''' -f /[etc/ssh/ssh_host_key

58


http://dev.mysql.com/doc/index-enterprise.html

Changing an SSH Host Key

If using put t ygen, click Generate and follow the instructions on-screen.

Note
@ The key can be generated using RSA (SSH1 or SSH2), DSA, or ECDSA. All are

supported by MySQL Enterprise Monitor.
Retrieve the key fingerprint.

The fingerprint is an alphanumeric string similar to the following:

H5a: 86: 16: fb: 2e: 16: €8: 21: ef : 07: ee: 6¢: fc: 4f: 84: e5

On UNIX-based platforms, retrieve this value with the following command:

shel | > ssh-keygen -1 -f /path/to/key/filenane. pub

On Windows platforms, using put t ygen, this value is in the Key Fingerprint field.
Stop the monitoring agent.

Open the monitoring agent's boot st rap. properti es configuration file, and add, or edit, the
following value:

agent - host - i d=ssh: { New SSH Fi nger print}

For example, using the fingerprint listed above:

agent - host -i d=ssh: {5a: 86: 16: f b: 2e: 16: 8: 21: ef : 07: ee: 6¢: f c: 4f : 84: e5}

On the MySQL Enterprise Service Manager machine, edit the host i d value in the repository:

nysql > UPDATE nysql .i nventory SET VALUE = 'ssh: {New SSH Fi ngerprint}' WHERE nane = 'hostld';

Restart the monitoring agent.
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8.1 Unattended Installation

This section explains how to automate the install and upgrade procedures for MySQL Enterprise Service
Manager and MySQL Enterprise Monitor Agent components, to perform those operations across one or
multiple machines without any user interaction.

To perform an unattended installation, specify the installation mode as unat t ended by using the node
command line option. In this mode, you specify all the installation parameters, such as the installation
directory, and user, password, and network options, through command-line options. For convenient
scripting, you can save these options in a text file and run the installer using the opt i onf i | e option.

Before performing an unattended installation, familiarize yourself with the options by doing at least one
interactive MySQL Enterprise Monitor install. Read the regular installation instructions, since some tasks
still remain after an unattended installation: you must configure the MySQL Enterprise settings, and start
up all the services/daemons.

8.1.1 Performing an Unattended Installation

The basic process for performing an unattended installation is the same for both MySQL Enterprise
Monitor Agent and MySQL Enterprise Service Manager installers, with the only difference being the options
supported by each installer. For information on the options for MySQL Enterprise Service Manager, see
Section 8.1.2, “MySQL Enterprise Service Manager Options”. For information on the options for MySQL
Enterprise Monitor Agent, see Section 8.1.3, “MySQL Enterprise Monitor Agent Options”.

There are two methods for installation: either specify the option on the command line, or use an options file
containing the relevant options and their values.

The following example shows how to install MySQL Enterprise Monitor Agent by command-line:

shel | > nmysql noni t or agent - ver si on- | i nux- x86- 64bi t-installer.bin
--installdir /data0/nysql/agent
--nmysqgl host 127.0.0.1 --nysql port 3306
--nmysqgl user root --mysqgl password foo --agent_autocreate
--limteduser limted --1imtedpassword foo --general user general --general password foo
--checknysqgl host yes --managerhost | ocal host --managerport 48080 --agentuser AGENTUSER
- - agent passwor d PASSWORD - - node unattended --nysql-identity-source default

For unattended installation using an option file, create a text file containing the installation parameters. The
following example uses a sample configuration file named opti ons. server .t xt:

debugtrace=/ opt/ nysql /enterprise/install.debugtrace. monitor.!|og
node=unat t ended

installdir=/opt/nysqgl/enterprise/nonitor

t ontat port =8080

t onctat ssl port =8443

adm npasswor d=nmyadmi npasswor d

dbpor t =3300
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nmysql -i dentity-source=host _pl us_dat adi r

This file identifies a directory and file name for a log file, sets the node to unat t ended, and uses the
i nstal | di r option to specify an installation directory.

Note
@ Setthe i nstal | di r and debugt r ace options to values appropriate to your locale
and operating system.

The only options that must be specified in an option file when installing MySQL
Enterprise Service Manager are node (if not specified at the command line),
i nstal |l dir,andadm npassword.

Check the options in your option file closely before installation; problems during
unattended installation do not produce any error messages.

Put the monitor installer file and the options file in the same directory.

The following examples show how to start the unattended installation from the command line.
On Windows within a command shell:

C:\> nysqgl noni t or-versi on-w ndows-instal |l er.exe --optionfile options.server.txt

On Unix, use a command-line of the form:

shel | > nysqgl nonitor-version-installer.bin --optionfile options.server.txt

On Mac OS X, locate the i nst al | er bui | der . sh within the installation package directory. For example:

shel | > ./ nmysql noni t or agent - ver si on- osx-i nstal | er. app/ Cont ent s/ MacOS/ i nst al | bui | der. sh
--optionfile options.server.txt

When installing MySQL Enterprise Monitor Agent, the same basic process can be followed using MySQL
Enterprise Monitor Agent installer and the corresponding agent options.

As a minimum for MySQL Enterprise Monitor Agent installation, specify the node (if not specified at the
command line), nysql user, i nstal | dir, nmysgl passwor d, and agent passwor d options. Create a file
containing these values and use it with the opt i onf i | e option for unattended agent installation.

8.1.2 MySQL Enterprise Service Manager Options

The following options let you customize the installation process for MySQL Enterprise Service Manager.
MySQL Enterprise Service Manager supports using a bundled MySQL server, or a separate MySQL server
provided by the user. To use your own MySQL server, the server must be installed and running before
installation. For more information, see Section 3.2.4, “MySQL Enterprise Monitor Repository”.

Table 8.1 MySQL Enterprise Service Manager Installer Options

Option Name Description

--adminpassword Password for the database repository
--adminuser Username for the database repository
--backupdir Backup directory path.

--createDataBackup Backup stored data. Upgrade process only.
--dbhost Hostname or IP address of the MySQL server
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Option Name Description

--dbname Name of the repository database.

--dbport TCP/IP port for the MySQL server

--debuglevel Set the debug information level

--debugtrace File for a debug trace of the installation

--forceRestart Upgrade only. Restarts the services after the upgrade process
completes.

--help Display the list of valid options

--installdir Installation directory

--installer-language

Language selection

--mode

Installation mode

--mysql_installation_type

MySQL server to be used by the MySQL Enterprise Monitor

--optionfile Installation option file

--system_size Defines Tomcat and MySQL repository configuration based on
installation size.

--tomcatport Server port for the Tomcat component

--tomcatsslport

SSL TCP/IP port for the Tomcat component

--unattendedmodeui Unattended mode user interface
--version Display the product information
e --help

Command-Line Format

--help

Display the list of valid installer options.

e --version

Command-Line Format

--version

Display product and version information.

e --backupdir

Command-Line Format

- - backupdi r

Type

String

Upgrade only. The backup directory.

e --createDat aBackup

Command-Line Format

--creat eDat aBackup

Type

Boolean

Default Value

1

Valid Values

0 (Do not create data backup)

1 (Create data backup)
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Upgrade only. Specifies whether the upgrade process should create a backup of the existing data. If - -
backupdi r is not defined, a Backup directory is created in the root of the installation directory.

e --optionfile

Command-Line Format --optionfile

The path to the option file containing the information for the installation.

* --node
Command-Line Format - - node
Type String
Default Value (Windows) Wi n32
Default Value (Unix) XWi ndow
Default Value (OS X) 0SX
Default Value (Linux) gtk
Valid Values (Windows) wi n32 (Windows (native))
unat t ended (Unattended (no dialogs/prompts))
Valid Values (Unix) xwi ndow (X Windows (native))
t ext (Text (command-line))
unat t ended (Unattended (no dialogs/prompts))
Valid Values (OS X) osx (Mac OS X (native))
t ext (Text (command-line))
unat t ended (Unattended (no dialogs/prompts))
Valid Values (Linux) gt k (GTK (X Windows))
xwi ndow (X Windows (native))
t ext (Text (command-line))
unat t ended (Unattended (no dialogs/prompts))

The installation mode to use for this installation.

e --debugtrace

Command-Line Format - -debugtrace

Type String

The filename to use for a debug trace of the installation.

e --debugl evel

Command-Line Format - - debugl evel

Type Numeric
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Default Value

Minimum Value

Maximum Value

Set the debug information level for log data written to the file specified by debugt r ace.

--installer-Ianguage

Command-Line Format

--installer-Ianguage

Type String
Default Value en
Valid Values en (English)

j a (Japanese)

The installer language.

--installdir
Command-Line Format --installdir
Type String

Default Value (Windows)

C:\Program Fi |l es\ M\ySQ.\ Ent er pri se\ Moni t or

Default Value (Unix)

/opt/ nysql /enterprise/ monitor/

Default Value (OS X)

/ Applications/mysql/enterprise/ nonitor/

The installation directory for MySQL Enterprise Service Manager, or the previous installation directory
when performing an update. Installation only. It is not possible to change the installation directory in an

upgrade.

--systemsi ze

Command-Line Format

--system si ze

Type

String

Default Value

medi um

Valid Values

smal | (5to 10 MySQL Servers monitored from a laptop or low-end
server with no more than 4GB of RAM.)

nmedi um(Up to 100 MySQL Servers monitored from a medium-sized,
but shared, server with 4 to 8GB of RAM.)

I ar ge (More than 100 MySQL Servers monitored from a high-end,
dedicated server, with more than 8GB RAM.)

Defines the installation type. This choice sets parameters which suit your installation type. Installation
only. It is not possible to change the system size in an upgrade.

--tontat port
Command-Line Format --tontat port
Type Numeric
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Default Value 18080

The TCP/IP port for MySQL Enterprise Service Manager. This port is used by MySQL Enterprise Monitor
Agent and as the port for the interface to the MySQL Enterprise Monitor User Interface. Installation only.
It is not possible to change the Tomcat port in an upgrade.

--tontat ssl port

Command-Line Format --tontat ssl port
Type Numeric
Default Value 18443

The TCP/IP port to use for SSL communication to the MySQL Enterprise Service Manager. Installation
only. Itis not possible to change the Tomcat SSL port in an upgrade.

--mysqgl -identity-source

Command-Line Format --nysqgl -identity-source
Type String
Default Value def aul t
Valid Values def aul t (Default)
host _pl us_dat adi r (host_plus_datadir)

The mechanism used to generate a unique identity for the MySQL instance if one does not already exist.
Passing in def aul t uses either the ser ver _uui d variable if present, or generates a random new one.
Passing in host _pl us_dat adi r uses a hash of the host identity and the path to the MySQL instance's
data directory, to create a unique identity.

Note
g This option is only available in unattended installation mode.
Note
g host pl us_dat adi r is not allowed when the Agent is remote monitoring a
MySQL instance, as MySQL Enterprise Monitor is unable to definitively compute
a known-unique host identity in this case.
--adm nuser
Command-Line Format --adm nuser
Type String
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Default Value

‘service_nanager

The user name to use for connecting to the database repository used by MySQL Enterprise Service

Manager. If you install the bundled MySQL server, this user is configured in the new database. If you use

an existing MySQL server, specify an existing user with rights to access the database.

Note
@ The repository user name and encrypted password are stored in the
confi g. properti es configuration file.

e --unattendednpdeui

Command-Line Format

--unat t endednodeui

Type

String

Default Value

none

Valid Values

none (No dialogs)
m ni mal (Critical dialogs)

m ni mal Wt hDi al ogs (Minimal Ul with dialogs)

The Ul elements to use when performing an unattended installation. The options are none, show
no Ul elements during the installation; m ni mal , show minimal elements during installation;
m ni mal Wt hDi al ogs, show minimal Ul elements, but include the filled-dialog boxes.

e --adm npassword

Command-Line Format

- - adm npasswor d

Type

String

MySQL Enterprise Service Manager password for connecting to the MySQL database repository.

e --nysql _installation_type

Command-Line Format

--nysqgl __installation_type

Type String
Default Value bundl ed
Valid Values bundl ed (Use the bundled MySQL server)

exi sti ng (Use an existing (user supplied) MySQL server)

Specifies whether the installer should configure MySQL Enterprise Service Manager to install the

bundled MySQL server, or use a MySQL server that you have already installed to store the repository

data.
o --dbport
Command-Line Format - - dbport
Typp Numeric
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Default Value ‘13306

The TCP/IP port for the MySQL database used to store MySQL Enterprise Service Manager repository
data. If you install the bundled MySQL server, this is the port where the new database listens for
connections. If you use an existing MySQL server, specify the port used for connections by that MySQL

server.
e --dbhost
Command-Line Format - - dbhost
Type String
Default Value 127.0.0.1

The hostname for the MySQL database. When installing MySQL Enterprise Service Manager to use an
existing MySQL server, this should be the hostname of the server that stores the database repository.

* --dbnane
Command-Line Format - -dbnane
Type String
Default Value mem

The name of MySQL Enterprise Service Manager repository.

e --forceRestart

Command-Line Format

--forceRestart

Type

Boolean

Default Value

0

Valid Values

0 (Do not restart services)

1 (Restart services)

Force a restart of MySQL Enterprise Service Manager services.

8.1.3 MySQL Enterprise Monitor Agent Options

To view all the options available for an unattended agent installation, invoke the agent installer file passing
in the hel p option. The available options are detailed in the following table.

Table 8.2 MySQL Enterprise Monitor Agent Installer Options

Option Name

Description

--agent_installtype

standalone.

--agent_autocreate

the agent

--agentpassword

server

--agentservicename

Service name for the Agent
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Option Name

Description

--agentuser

Username of the agent for connecting to the monitored MySQL
server

--checkmysqlhost

Validate the supplied MySQL hostname

--createBackup (Upgrade only) Create backup.
--debuglevel Set the debug information level
--debugtrace File for a debug trace of the installation

--generalpassword

General user password for the --generaluser

--generaluser

General user username for the monitored MySQL server

--help

Display the list of valid options

--installdir

Installation directory

--installer-language

Language selection

--limitedpassword

Limited user password for the --limiteduser

--limiteduser Limited user username for the monitored MySQL server
--managerhost Hostname of IP address of the MySQL Enterprise Monitor server
--managerport TCP/IP port of the MySQL Enterprise Monitor server

--mode Installation mode

--mysql-identity-source

MySQL instance identify definition

--mysglconnectiongroup

Sets the group for the provided MySQL connection

--mysqlconnmethod

Connection method to the monitored MySQL server

--mysqlhost

MySQL hostname/IP address

--mysqlpassword

MySQL password for the monitored --mysqluser.

--mysq|lport

TCP/IP port for the monitored MySQL server

--mysqlsocket

Unix socket/Named pipe for the monitored MySQL server

--mysqluser

MySQL Administrative username for the monitored MySQL server

--optionfile

Installation option file

--restartimmediately

(Upgrade only) Restart Agent immediately after updating all files.

--unattendedmodeui

Unattended mode user interface

--version

Display the product information

e --agentpassword

Command-Line Format

- - agent passwor d

Type

String

Specify the agent password to use to communicate with the MySQL Enterprise Service Manager.

e --createBackup

Command-Line Format

--creat eBackup

Type

Boolean
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‘ Default Value

\ 1

Whether to backup the data.

Note

K

This option is only available when upgrading the Agent, and not when performing

a new Agent installation.

e --restartlmedi ately

Command-Line Format

--restartlmredi ately

Type

Boolean

Default Value

1

Restart Agent immediately after updating all files.

Note

K

This option is only available when upgrading the Agent, and not when performing

a new Agent installation.

* --agentuser
Command-Line Format - - agent user
Type String
Default Value agent

Specify the agent username to use to communicate with the MySQL Enterprise Service Manager.

e --checknysql host

Command-Line Format

- -checknysql host

Type

String

Default Value

yes

Valid Values

yes (Check host)

no (Do not check host)

Validate the MySQL hostname or IP address

e --debugl evel

Command-Line Format - - debugl evel
Type Numeric
Default Value 2

Minimum Value 0

Maximum Value 4

Set the debug information level for log data written to the file specified by debugt r ace.

 --debugtrace
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Command-Line Format

- -debugtrace

Type

String

Set the filename to use when recording debug information during the installation.

e --installdir

Command-Line Format

--installdir

Type

String

Default Value (Windows)

C:\Program Fi | es\ M\ySQL\ Ent er pri se\ Agent

Default Value (Unix)

/opt/ nysql / enterprisel/agent/

Default Value (OS X)

/ Applications/ nmysqgl/enterprisel/agent/

Specify the directory into which to install the software.

e --installer-Ilanguage

Command-Line Format

--installer-Ianguage

Type String
Default Value en
Valid Values en (English)

j a (Japanese)

Set the language to use for the installation process.

* --manager host

Command-Line Format

- - manager host

Type

String

The hostname or IP address of MySQL Enterprise Service Manager.

» --manager port

Command-Line Format

- - manager port

Type Numeric
Default Value 18443
Tomcat SSL Port
e --node
Command-Line Format - - node
Type String
Default Value (Windows) Wi n32 71
Default Value (Unix) XWi ndow
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Default Value (OS X)

0SX

Default Value (Linux)

gt k

Valid Values (Windows)

wi n32 (Windows (native))

unat t ended (Unattended (no dialogs/prompts))

Valid Values (Unix)

xwi ndow (X Windows (native))
t ext (Text (command-line))

unat t ended (Unattended (no dialogs/prompts))

Valid Values (OS X)

osx (Mac OS X (native))
t ext (Text (command-line))

unat t ended (Unattended (no dialogs/prompts))

Valid Values (Linux)

gt k (GTK (X Windows))
xwi ndow (X Windows (native))

t ext (Text (command-line))

unat t ended (Unattended (no dialogs/prompts))

Specify the installation mode to use for this installation. The GUI is executed by default, with the possible
values including text and unattended. On Linux, the GUI options are gtk (default) and xwindow.

* --nysql connnet hod

Command-Line Format

--mysql connnet hod

Type

String

Default Value

tcpip

Valid Values

t cpi p (Use TCP/IP)

socket (Use Unix Socket/Named Pipe)

Specify the connection method to use to connect to MySQL. If you specify t cpi p, the value of the
nysql port option is used. If you specify socket , the value of the mysql socket option is used to
connect to the MySQL server to be monitored.

Note
@ This option is only available when installing the Agent, and not when performing
an Agent upgrade.

e --nmysql host

Command-Line Format --nysgl host
Type String
Default Value 127.0.0.1

Hostname or IP address of the MySQL server to be monitored.
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e --mysql password

Command-Line Format

- -nysgl passwor d

Type

String

Specify the password to use when connecting the Admin user to the monitored MySQL instance.

 --nysql port
Command-Line Format --nysql port
Type Numeric
Default Value 3306

The TCP/IP port to use when connecting to the monitored MySQL server.

* --nysql socket

Command-Line Format

--nysqgl socket

Type

String

Specify the filename of the MySQL socket to use when communicating with the monitored MySQL

instance.

e --mysql user

Command-Line Format

--nysgql user

Type

String

An MySQL Server administrative user for the MySQL instance to monitor. This user must already exist.

« --agent _autocreate

Command-Line Format

--agent _autocreate

Type

Boolean

Auto-create the less privileged users (- - gener al user and -1 i m t eduser) using the - - nysqgl user
user. Use this option if the limited and general users do not already exist on your system.

The default value depends on the context. For new installations, it is "1", and for upgrades it is "0".

e --general user

Command-Line Format

--general user

Type

String

The username for the general user.

e --general password

Command-Line Format

- -gener al password

Type

String
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Password for the - - gener al user.

--limteduser

Command-Line Format

--limteduser

Type

String

The username for the limited user.

--limtedpassword

Command-Line Format

--1imtedpassword

Type

String

Password for the - - | i m t edpasswor d.

--optionfile <optionfile>

‘ Command-Line Format

--optionfile

Specify the location of an option file containing the configuration options for this installation.

--unat t endednodeui

Command-Line Format

--unat t endednodeui

Type

String

Default Value

none

Valid Values

none (No dialogs)
m ni mal (Critical dialogs)

m ni mal Wt hDi al ogs (Minimal Ul with dialogs)

The Ul elements to use when performing an unattended installation. The options are none, show
no Ul elements during the installation; m ni mal , show minimal elements during installation;
m ni mal Wt hDi al ogs, show minimal Ul elements, but include the filled-dialog boxes.

--version

Command-Line Format

--version

Display product information, including the version number of the installer.

--agent __installtype

Command-Line Format

--agent _installtype

Type

String

Default Value

dat abase

Installation type for the Agent. Passing in st andal one configures the Agent to only monitor the Host

itself. Passing in dat abase configures the Agent to monitor both the Host and a specific MySQL

Instance.
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This option is typically used when setting - - node to unat t ended.

Note
@ Additional MySQL Instances can be added for monitoring in the future.

* --nysql connecti ongroup

Command-Line Format

--nysgl connecti ongr oup

Type

String

Optionally sets the MySQL instance group for the connection.

As of 3.0.5, multiple groups can be assigned in a single installation by passing in a comma-separated list

of group names.

e --agentservicenane

Command-Line Format

--agent servi cenamne

Type

String

Default Value (Windows)

MySQL Enterprise Mnitor Agent

Default Value (Unix)

nysql - noni t or - agent

Default Value (OS X)

nmysql . moni t or . agent

Default Value (Linux)

nmysql - moni t or - agent

When MySQL Enterprise Monitor Agent is installed, a new service is created (Windows), or on Unix
or OS X a new startup script is created within the corresponding startup directory (for example / et ¢/
init.donUnixor/Library/LaunchDaenons on OS X). When installing multiple agents on the
same host, you can use this option to create each agent installation with a unique identifier. During an
upgrade installation, you then use this identifier to specify which installation of the agent to update.

The default value is nysql - noni t or - agent .

Note
@ This option is only available when installing the Agent, and not when performing
an Agent upgrade.

e --help

‘ Command-Line Format

--help

Display the list of valid options to the installer.
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There are two major components of the Service Manager that require tuning, the MySQL Instance that is
used for the Repository, and the Apache Tomcat application server that serves the Web Ul and performs
the back-end collection and analysis of data.

9.1 Tuning Memory

This section describes how to adjust the resources available to your MySQL Enterprise Service Manager
installation.

Tuning Tomcat

If you experience MySQL Enterprise Service Manager performance issues, increasing the amount of RAM
available to the JVM installed with Tomcat can resolve those issues. The JVM memory settings are defined
by the JAVA OPTS line of the set env file which sets the environment variables for Tomcat.

Table 9.1 Apache Tomcat Environment File Location (default)

Operating System Path
Microsoft Windows C.\ Program Fi | es\ MySQL\ Ent er pri se\ Moni t or\ apache-t ontat
\ bi n\ set env. bat
Linux / Unix /opt/ nysql /enterprise/ nonitor/apache-tontat/bin/setenv. sh
Mac OS X / Appl i cations/ nmysqgl/enterprise/ nonitor/apache-tontat/bin/
set env. sh

The following set env variables are defined by the installation type:

Table 9.2 Installation Parameters

Parameter Small Medium |Large
Tomcat Heap Size |512MB |768MB |20438MB
Tomcat 200MB |512MB |1024MB
MaxPermSize

e --Jvmvbs (Windows)/- Xrs (all other platforms): sets the minimum size of the Tomcat JVM heap.
o - - Jvmvk(Windows)/- Xnx (all other platforms): sets the maximum size of the Tomcat JVM heap.

The minimum and maximum heap size are set to the same value to have all the available memory set for
the Tomcat JVM's sole use from startup.

» MaxPer ni ze: defines the maximum size of the pool containing the data used by Tomcat's JVM.
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new installations of MySQL Enterprise Service Manager, but is not removed by
the upgrade process. As a result, a log message is generated explaining the

Important
A MaxPer nSi ze is not supported in Java 8. This parameter is not present in
deprecation of the parameter.

This can be adjusted depending on the size of your installation, and the free memory on the host that
MySQL Enterprise Service Manager is installed upon. For example, if you have installed MySQL Enterprise
Service Manager on a well-resourced server with a 64-bit operating system, 64GB of RAM, and are
monitoring more than 100 agents, increasing the heap size to 5 or 6GB may be necessary. This depends
on the MySQL server load, and amount of data collected by the agents.

Important
A If you change these settings, you must restart MySQL Enterprise Service Manager.

The following are examples of medium-sized, default settings, as defined by the medium installation
choice:

UNIX, Linux, and Mac

JAVA OPTS="- Xnk768M - Xms 768M - XX: +HeapDunpOnQut OF Menor yEr r or

- XX: HeapDunpPat h=/ opt / mysql / ent er pri se/ noni t or/ apache-t ontat/t enp
- XX: +tUsePar al | el O dGC - XX: MaxPer nSi ze=512M'

Microsoft Windows

set JAVA OPTS=--JvnmVs 768 --Jvmk 768 ++JvnOpti ons="-XX: +UseParal |l el d dGC"
++JvnOpt i ons="- XX: +HeapDunpOnCQut Of Menor yErr or "
++JvnOpt | ons="- XX: HeapDunpPat h=@@l TROCK_TOMCAT_ROOTDI R@® t enp"
++JvmOpt | ons="- XX: MaxPer nSi ze=512M'

If MySQL Enterprise Service Manager is insufficiently resourced, the monitoring agents are also affected.

If the agents are unable to communicate with MySQL Enterprise Service Manager, their performance also
degrades.

Tuning InnoDB Memory

MySQL Enterprise Monitor repository uses the InnoDB storage engine. The installation process sets
a default value for InnoDB based on the installation size. Tuning the InnoDB Buffer Pool can have a
significant impact on performance, for both interaction with the Web Ul, and overall resource requirements

on the host.
The configuration file for the repository can be found in the following locations:

Table 9.3 MySQL Enterprise Service Manager repository configuration file location (default)

Operating System Path

Microsoft Windows C.\ Program Fi | es\ MySQL\ Ent er pri se\ Moni tor\ nysqgl\nmy.ini
Linux / Unix hore/ nysql / ent er pri se/ noni t or/ nmysql / ny. cnf

Mac OS X / Applications/mysql/enterprise/ nonitor/mysql/my.cnf

It is possible to increase the value of the i nnodb_buf f er _pool _si ze variable to as high as 80% of the
physical memory available on the host machine. It is not recommended to raise it higher.
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9.2 Tuning CPU

If both Apache Tomcat server and MySQL repository are installed on the same host, the best option in
large scale environments is to move the MySQL Instance to its own host. This enables scaling to monitor
hundreds of MySQL Instances and Hosts.

To do this, you should:

1. Stop the application Apache Tomcat server and MySQL Instance.

2. Copy the dat adi r contents to the new host (if moving to a fresh MySQL instance), or run nmysql dunp
and import the dump into the new MySQL instance.

3. Modify Tomcat's configuration to use the new MySQL Instance on the new host.

Update the configuration with the configuration tool. This tool can be found at the following location:

Table 9.4 Configuration utility location (default)

Operating System Path

Microsoft Windows C:\Program Fi | es\ MySQL\ Ent er pri se\ Moni t or\ bi n\ confi g. bat
Linux / Unix [ opt/ nysql /enterprise/nmonitor/bin/config.sh

Mac OS X [ Applications/ mysql/enterprise/ nonitor/bin/config.sh

For more information on the configuration utilities, see Chapter 10, Configuration Utilities.
9.3 Tuning Apache Tomcat Threads

When monitoring with a large number of Agent processes deployed, the default number of threads that are
created within the Apache Tomcat server may not be sufficient. By default, it is configured to create 150
threads to communicate with the HTTPS port.

This is configured with the maxThr eads setting within the ser ver . xm configuration file*:

Table 9.5 Apache Tomcat configuration file location (default)

Operating System Path

Microsoft Windows C:\Program Fi | es\ MySQL\ Ent er pri se\ Moni t or\ apache-t ontat
\ conf\server.xm

Linux / Unix [ opt/ nysql / enterprise/nonitor/apache-toncat/conf/

server.xm

Mac OS X [ Appl i cations/ nmysqgl/enterprisel/ monitor/apache-tontat/
conf/server.xm

Edit the following section:

<Connect or port="18443"

pr ot ocol =" or g. apache. coyote. htt pll. Ht t p11Pr ot ocol " SSLEnabl ed="t r ue"
maxThr eads="150" m nSpar eThr eads="25" naxSpar eThr eads="75"

A good baseline to test is the number of Agents that you have checking in to the Service Manager plus 50.
For example if you have 150 Agents checking in, set the maxThr eads variable to 200.
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9.4 Tuning Agent Memory Requirements

The following are the recommended settings for MySQL Enterprise Monitor Agent:

» A single agent, with default settings and all advisors enabled, should monitor no more than 10 MySQL
instances.

« If the agent is monitoring more than 10 MySQL instances, the agent heap size must be increased by
64MB for every 10 additional MySQL instances.

The agent heap size is defined in the MEM _AGENT_JAVA OPTS parameter in the set env. sh/ bat file.

Note
@ The default heap size is 128MB.

e The dat a-reporting-threads parameter must be increased by 2 for every 15-20 MySQL instances
monitored.

The dat a- reporti ng-t hr eads parameter is defined in the agent's boot st r ap. properti es file.
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This chapter describes the utilities delivered with MySQL Enterprise Service Manager and MySQL
Enterprise Monitor Agent.

10.1 Service Manager Configuration Utilities

parameters, correspond to those displayed on the Welcome to MySQL Enterprise
Monitor page used for initial setup. For more information, see Section 13.1, “Initial

Note
@ The parameters listed here, with the exception of the four repository connection
Log-In".

Important

from script or command line and should only be run while MySQL Enterprise

A These parameters enable you to configure MySQL Enterprise Service Manager
Service Manager is stopped.

The confi g. sh/config. bat scriptis used to configure the MySQL Server Repository for the Service
Monitor. Its default location is as follows:

Table 10.1 Default Location of Agent Configuration Utility

Operating System File Location

Microsoft Windows C:\ Program Fi | es\ MySQL\ Ent er pri se\ Moni t or\ bi n\ confi g. bat
UNIX/Linux /opt/ nysql / enterprise/ nmonitor/bin/config.sh

Mac OS X / Applications/ mysql/enterprise/ nonitor/bin/config.sh

Use - - hel p to view the options.
The Service Manager configuration utility contains the following sets of commands:

» Service Manager Configuration Utilities: define or change the configuration of the MySQL Enterprise
Service Manager.

» Service Manager Certificate Utilities: modify or upgrade MySQL Enterprise Service Manager SSL
certificates.

Service Manager Configuration Utilities

The conf i g script enables you to define or change any of the system configuration parameters such as
credentials used to connect to the repository, proxy connection details, and MySQL Enterprise Service
Manager user credentials.
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Table 10.2 Service Manager Configuration Utilities

Name

Description

--mysql - user =<val ue>

- -nmu=<val ue>

MySQL username for the Service Manager repository. The password
is requested via STDIN when the command is run. The default value is
servi ce_manager.

--mysgl - port =<val ue>

- -np=<val ue>

MySQL port for the Service Manager repository. The port the target
MySQL server listens on. The default is 13306.

--nysql - db=<val ue>

- -nmd=<val ue>

MySQL database for the Service Manager repository. The name of the
database used for the repository. The default is nem

--nysql - server =<val ue>

--ns=<val ue>

MySQL server for the Service Manager repository. This must be a
resolvable name or IP address of the server where the MySQL instance is
running.

--mysgl - check-
requirenents

Checks your repository to ensure compatibility with MySQL Enterprise
Service Manager. For more information on the checks performed, see
Section 3.2.4, “MySQL Enterprise Monitor Repository”.

--mysqgl - upgr ade

Runs nysql _upgr ade on the repository defined in - - nysql - basedi r.

--mysql - basedir

Base directory of the local MySQL installation.

--smadm n-
user =<val ue>

Service Manager manager username. The user defined here is added to
the manager role.

--smagent -
user =<val ue>

Service Manager agent username. The user defined here is added to the
agent role.

--aut o-updat e

Enable automatic checking for online updates.

- - pur ge- quan=<val ue>

Defines the Query Analyzer data retention policy. Query Analyzer data
older than the number of days defined here is deleted. Default is 28 days.

- - pur ge- dat a=<val ue>

Defines the historical data retention policy. Historical data older than the
number of days defined here is deleted. Default is 28 days.

- - proxy- host =<val ue>

HTTP Proxy host.

- - proxy- port =<val ue>

HTTP Proxy port.

- - proxy- user =<val ue

HTTP Proxy username.

--mysgl - check- Checks your repository to ensure compatibility with MySQL Enterprise

requirenents Service Manager.
Important

A Passwords are always requested via STDIN and are requested in the order
manager, agent, and proxy, regardless of the order in which they are defined on the
command line or in script.

The following example instructs MySQL Enterprise Service Manager to use a locally installed instance,
listening on port 3306, the nemdatabase, and connect using the user ser vi ce_nanager .:

config.sh --nysql -server =l ocal host --nmnysql -port=3306 --nysql -db=mem
--nysql - user =servi ce_nanager

The following is an example of a basic setup, defining the admin and agent users, only. :

config.sh --smadn n-user=adm n --sm agent - user =agent
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All other parameters are set to their default values.

Important

are only accepted through STDIN.

Passwords are always requested in the order manager, agent, proxy, regardless of

the order defined on the command line or in the script.

A | You are prompted to define passwords for each of the users defined. Passwords

All other values are set to their defaults.

The following is an example of a complete setup, defining all available options:

config.sh --smadm n-user=adm n --sm agent-user=agent --purge-quan=7
- - pur ge- dat a=14 - - pr oxy- host =l ocal host --proxy-port=9190

- - proxy- user =proxy --aut o-update

Service Manager Certificate Utilities

The certificate utilities enable you to modify, renew, import, and upgrade your SSL certificates.

Important

A It is strongly recommended you use this utility to modify your SSL certificates and
not attempt to modify them with any other tool.

Table 10.3 Service Manager Certificate Utilities

Name

Description

--tontat - backup- pat h=<val ue>

--tbp=<val ue>

Tomcat backup path to be used to perform upgrade

--upgr ade Upgrades certificates on non-OS X platforms. That
is, Microsoft Windows, Linux, and so on.

--upg

- -upgr ade- osx Upgrades certificates on OS X platforms.

- - upgo

--newinstall Generates a keystore with a new self-signed

_ certificate for a new installation
- - ni

--accept - keyst or e- passwor d

If specified, the user is prompted to enter the
keystore password. If not specified, the default

--akp password changei t is used to access the
keystore.
--renew Renew an existing, self-signed certificate. If the

certificate is not self-signed, an error is returned.

--inmport-certificate=<val ue>

Imports the specified certificate. For example:

--inport-certificate=/path/tol
client.crt

--inport-key=<val ue>

Imports the specified private key. For example:
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Name ‘Description

--inport-certificate=/path/to/
client. key

10.2 Agent Configuration Utility

The agent . sh/agent . bat script is used to configure an Agent. The following table lists the default
locations for each supported operating system:

Important

A These parameters enable you to configure MySQL Enterprise Monitor Agent from
script or command line and should only be run while the MySQL Enterprise Monitor
Agent is stopped.

Table 10.4 Default Location of Agent Configuration Utility

Operating System File Location

Microsoft Windows C:\Program Fi |l es\ M\ySQ.\ Ent er pri se\ Agent \ bi n\ agent . bat

UNIX/Linux [ opt/ nysql /enterprisel/agent/bin/agent.sh

Mac OS X / Applications/ mysql/enterprisel/ agent/bin/agent.sh

Use - - hel p to view its options.
The Service Manager configuration utility contains the following sets of commands:

» Agent Connection Utilities: test or edit the connections of MySQL Enterprise Monitor Agent to the
monitored MySQL instance.

» Agent Configuration Utilities: configure or edit the connection from MySQL Enterprise Monitor Agent to
MySQL Enterprise Service Manager.

Important
A It is not possible to run agent . sh from the command line as r oot , but only as
nysql .

Agent Connection Utilities

The following parameters enable you to create, test, and edit the connections from MySQL Enterprise
Monitor Agent to the monitored MySQL instance.

Table 10.5 Agent Connection Utility

Name Description

--test-credentials Test MySQL connection credentials.

-T

--test-privileges Test the admin user's privileges to manage other users.

--create-connection Create or Modify a MySQL connection.

-C

--del et e-connecti on Closes and deletes a MySQL connection. This parameter
requires - - connecti on-id.

-d
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Name

Description

--show

-S

Show information about all MySQL connections on this agent

- -aut o- nranage- extra-users

-m

Auto-create general / limited users (Actions: Create, Modify)

- - host =<val ue>

-h <val ue>

Host for the MySQL instance (Actions: Create, Modify)

- - port=<val ue>

-P <val ue>

Port for the MySQL instance (Actions: Create, Modify)

--socket =<val ue>

-S <val ue>

Socket for the MySQL instance (Actions: Create, Modify)

--limted-user=<val ue>

-1 <val ue>

Limited level credentials (Actions: Create, Modify)

--general -user =<val ue>

-k <val ue>

General user credentials

--adnm n-user =<val ue>

-j <val ue>

Admin user credentials

--connection-i d=<val ue>

-i <val ue>

Connection ID

--connecti on- group=<val ue>

-g <val ue>

Specify the name of the group to add this connection to. If the
named group does not exist, it is created and the connection
added to it. This parameter can be used multiple times in the
--create-connecti on command. The connection is added
to each group named.

--force-plain-stdin,

-f

Force the use of STDIN for password inputs (password input is
not masked - this option is useful only for very specific uses of
these utilities, like calls from within automated scripts)

- -di sabl e-t opol ogy- di scovery

Disable replication topology discovery. Use this parameter if
you are not using replication, or if you want to discover the
topology at a later time. Topology discovery can be time-
consuming.

--nysql -identity-
sour ce=<val ue>

Source of identity for the MySQL instance for this connection,
defaul t orhost pl us_dat adi r. def aul t uses either the
server _uui d variable, if present, or generates a new uuid.
host and_dat adi r uses a hash of the host identity and the
path to the MySQL instance's data directory to create a unique
identity.

--require-encryption

Require the use of TLS for the MySQL connection.

--all owsel f-signed-certs

When using --require-encryption, allow self-signed TLS
certificates.
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Name ‘Description

--ca-fil e-pat h=<val ue> When using - - r equi r e- encrypt i on, but using a private
certificate authority, the path to the CA file.

The following example tests credentials for the root user on | ocal host : 3306:

agent.bat --test-credentials --adm n-user=root --host=local host --port=3306

The following example creates a connection using only the admin user for localhost:3306:

agent.bat -c --adm n-user=root --host=local host --port=3306

The following example creates a connection, using only the admin user, to localhost:3306, and forces
STDIN password:

agent.bat -c --adm n-user=root --host=local host --port=3306 -f

The following example creates a connection, using only the admin user, to localhost:3306, and add to the
groups Standard, Special, and Third:

agent.bat -c --adm n-user=root --host=local host --port=3306
--connecti on- group=St andard --connecti on-group="Speci al G oup"
--connection-group="Third G oup"

Agent Configuration Utilities

The following parameters enable you to configure or edit the connection from MySQL Enterprise Monitor
Agent to MySQL Enterprise Service Manager.

Table 10.6 MySQL Enterprise Monitor Agent Configuration Utility

Name Description

--agent - user =<val ue> Set the credentials that the Agent uses to connect to the
Service Manager

-u <val ue>

--url =<val ue> Set the URL for the Service Manager

-U <val ue>

- - uui d=<val ue> Set the Agent UUID

-1 <val ue>

--agent - gr oup=<val ue> Set the MEM Group to use for all MySQL connections from this
Agent

- G <val ue>

--force-plain-stdin Force the use of STDIN password inputs (password input is
not masked - this option is useful only for very specific uses of

-f these utilities, like calls from within automated scripts)

--run-col lection-tests Discover, and attempt to collect OS related assets and dump
them to STDOUT (for debugging)

-t

The following example sets the user name and URL used by the agent to connect to MySQL Enterprise
Service Manager:

agent.sh --agent-user=agent --url=https://|ocal host: 8443
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Chapter 11 Uninstalling MySQL Enterprise Monitor
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Removing MySQL Enterprise Monitor requires removing MySQL Enterprise Service Manager and the
MySQL Enterprise Monitor Agents.

11.1 Windows Platforms

Removing MySQL Enterprise Service Manager

On Microsoft Windows 7 and 8, remove MySQL Enterprise Service Manager by opening the Control
Panel and choosing Uninstall a Program. Locate the entry for MySQL Enterprise Monitor and select
Uninstall from the Control Panel toolbar.

On Microsoft Windows 10, remove MySQL Enterprise Service Manager by opening Settings and selecting
Apps & Features. Locate the entry for MySQL Enterprise Monitor and select Uninstall.

The uninstall process prompts you to save existing data and log files. Choose this option if you plan to
reinstall at a later time.

If you do not want to backup the data, you can delete the C. \ Program Fi | es\ MySQL\ Ent er pri se
\ Moni t or directory after removing MySQL Enterprise Service Manager.

If you want to retain the backup, do not remove the C. \ Program Fi | es\ MySQL\ Ent er pri se\ Moni t or
directory. Doing so will delete these files.

Removing MySQL Enterprise Monitor Agent

On Microsoft Windows 7 and 8, remove MySQL Enterprise Monitor Agent by opening the Control Panel
and choosing Uninstall a Program. Locate the entry for MySQL Enterprise Monitor Agent and select
Uninstall from the Control Panel toolbar.

On Microsoft Windows 10, remove MySQL Enterprise Monitor Agent by opening Settings and selecting
Apps & Features. Locate the entry for MySQL Enterprise Monitor Agent and select Uninstall.

not remove the M\ySQL Ent erpri se Monitor Agent entry from the Add or
Renove Prograns menu. To remove a single agent, see Removing a Single

Warning
O To remove only one of the agents from a machine hosting several agents, do
Agent.

Removing MySQL Enterprise Monitor Agent automatically deletes its associated . | og and . pi d files.
After removing the Monitor Agent, you might need to remove the directories, C: \ Program Fi | es\ MySQL
\EnterpriseandC:.\Program Fi | es\ MySQL\ Ent er pri se\ Agent.
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Removing a Single MySQL Enterprise Monitor Agent

Removing MySQL Enterprise Monitor Agent in this way also removes the agent service. If you are running
additional agents on the same server, you must remove them agents manually. See Removing a Single
MySQL Enterprise Monitor Agent for instructions on uninstalling individual agents.

Removing a Single MySQL Enterprise Monitor Agent

To remove only one of the agents from a machine that is running several agents, do not remove the My SQL
Enterprise Mnitor Agent entry fromthe Add or Renove Prograns menu. To remove a single
agent, do the following:

1. Stop the agent.

You must stop the agent before attempting to remove it; for instructions on stopping an agent see,
Section 5.5.1, “Starting/Stopping the Agent on Windows”.

2. Confirm the location of the log files.
To confirm the location of the agent log files, check the i ni file.
3. Remove the agent as a service. This can only be done from the command line.

Remove MySQL Enterprise Monitor Agent as a Windows service with the following command:

shel | > sc del ete Agent Name

Console, open the Properties page for the MySQL Enterprise Monitor Agent

Note
@ To find the AgentName, from the Services pane of the Microsoft Management
service. The Service name field on the General tab contains the required value.

To confirm the agent has been removed, check the Services pane of the Microsoft Management
Console.

4. Remove or archive any log or configuration files associated with the agent.

11.2 Mac OS Platforms

Removing MySQL Enterprise Service Manager

To uninstall MySQL Enterprise Service Manager, run the uni nst al | . app located in the root directory of
your MySQL Enterprise Service Manager installation.

The uninstall process prompts you to save existing data and log files. Choose this option if you plan to
reinstall at a later time.

If you do not want to backup the data, you can delete the installation directory after uninstalling MySQL
Enterprise Service Manager.

Removing MySQL Enterprise Monitor Agent

To remove MySQL Enterprise Monitor Agent, navigate to the i ni t . d directory and issue the following
command:

shel | > ./ nmysql - noni t or - agent st op

Run the uni nst al | . app file located in the agent's installation directory.
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Removing a Single MySQL Enterprise Monitor Agent

Removing the Monitor Agent automatically deletes its associated . | og and . pi d files. After uninstalling
MySQL Enterprise Monitor Agent, you can remove the installation directory.

Removing a Single MySQL Enterprise Monitor Agent

To uninstall only one of the agents from a machine that is running several agents, do not run the uninstall
program. To uninstall a single agent and leave other agents in place, do the following:

1. Stop the agent.

2. Confirm the location of the log files.
3. Remove the agent as a daemon.
4. Remove/Archive associated files.

It is best to stop the agent before removing it; for instructions on stopping an agent, see Section 5.5.2,
“Starting/Stopping the Agent on Mac OS X".

To confirm the location of the agent log files, check the . i ni file.
You can then remove the agent as a daemon by removing its entry in the i ni t . d directory.
Also remove or archive any log or configuration files associated with this agent.

If you have installed any additional agents, remove them in the same way.

11.3 Unattended Uninstallations

This section describes how to uninstall MySQL Enterprise Service Manager and MySQL Enterprise Monitor
Agent as an unattended process. The unattended uninstallation can be run from the command line.

Both MySQL Enterprise Service Manager and MySQL Enterprise Monitor Agent have identical
uninstallation options. To display those options, from the command line run the uni nst al | file in your
installation directory, with the - - hel p option.

The following options are available:

Table 11.1 MySQL Enterprise Monitor Uninstaller Options

Option Description

--help Displays the list of options.

--version Displays the product name and version.

- -debugl evel Sets the verbosity of the uninstallation log. 0 is the lowest, 4 the highest,
<debugl evel > and 2 is the default.

--node <node> Sets the uninstallation mode. This varies according to the platform.

For example, on Linux-based systems, you can choose a GUI-based
uninstaller with - - node gt k, or choose a text-only, console-based
uninstallation with - - node t ext.

The following is a list of the GUI-based uninstallation options available:

* Windows: W n32

¢ OS X:o0sx
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Unattended Uninstallation

Option Description

e Solaris: xwi ndow
e Linux: gt k (Default) and xwi ndow.
- - node can also initiate text mode and unattended uninstallations.

e --node text: starts a text-only, console-based uninstallation process.
Text-based uninstallation is not available on Windows platforms.

e --nbde unatt ended: starts an unattended uninstallation.

- -debugtrace Sets the path and filename of the uninstallation log file.
<debugtrace>

--installer-1anguage Sets the language of the uninstallation. Possible values are:

e en: English. Default value.

e j a: Japanese.

Unattended Uninstallation

To run an unattended uninstallation process, in which no dialogs, prompts or warnings are displayed, run
the following command in the installation directory of your MySQL Enterprise Service Manager or MySQL
Enterprise Monitor Agent:

shel | >. /uninstal | --npde unattended
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Chapter 12 Configuring MySQL Enterprise Service Manager

This part describes the configuration of MySQL Enterprise Service Manager. The following topics are
described:

Chapter 13, User Interface: first time setup and an overview of the user interface.
Chapter 14, Global Settings: how to define locales, hostnames, external authentication, and so on.

Chapter 15, Manage Instances: how to add instances, edit connections, delete instances and manage
bad connections, unmonitored instances, or unreachable agents.

Chapter 16, Managing Groups of Instances: how to create and manage groups of assets.
Chapter 17, Advisors: description of advisors and their purpose.

Chapter 18, Expression-Based Advisor Reference and Chapter 19, GUI-Based Advisor Reference:
descriptions of the default advisors and their purpose

Chapter 21, Access Control: users, roles, and permissions.
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Chapter 13 User Interface
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This chapter provides an overview of MySQL Enterprise Monitor's user interface.

13.1 Initial Log-In

If this is the first time logging in to the dashboard, the following page is displayed:
Figure 13.1 Welcome to MySQL Enterprise Monitor page

Welcome to MySQL Enterprise Monitor

To complete installation and conf guration, please complete the form below.

Create user with 'manager’ role Create user with ‘agent’ role
There must be at least one user with the ‘manager’ role at all Agents require permission to access the Service Manager, this
times, with full access to all privileges and assets. Keep these user will be created with the "agent’ role, and can be used
credentials safe, further users and roles can be created once when configuring new Agent connections to the Service
completa. Manager.

Username Username

Password Password

Confirm Password Confirm Password

Configure online updates Configure data retention settings

Using a direct internet connection or an HTTP proxy, the How long collected data should be stored before being
Dashboard can occasionally check for MySQL product ovenwritten or removed.

updates, security alerts, and the status of any open My Oracle

Support Service Requests Remove Non-Aggregated Metric Data Older Than

4 Weeks -

¥ Enable automartic checking for online updates

Remove Hourly Aggregated Metric Data Older Than
Use HTTP Proxy

1 Years i
Remove Daily Aggregated Metric Data Older Than
10 Years v
Remove Query Analyzer Data Older Than

I

4 Weeks v

B Complete Setup © Help
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Setting the Timezone and Locale

You must perform the following tasks:

» Create user with Manager role: the manager user is used for the initial session, configuring MySQL
Enterprise Service Manager, and defining the access control list. The user defined here is added to the
default manager role. For more information on the default roles, see Chapter 21, Access Control.

This creates the Manager user described in Section 3.3.3, “Users Created on First Log-in". Record the
user name and password, as these credentials are required for any future login.

» Create user with agent role: the Agent user credentials are used by every monitoring agent to connect
to MySQL Enterprise Service Manager. The user defined here is added to the default agent role. For
more information on the default roles, see Chapter 21, Access Control.

This is the user described in Section 3.3.3, “Users Created on First Log-in". The agent must connect to
MySQL Enterprise Service Manager to transmit the monitored data. Record the agent's credentials; this
information is required when installing the agent.

Note
@ It is possible to configure additional Agent users should your system require it.
For more information, see Chapter 21, Access Control.

» Configure Data Retention Settings: define how long collected data must be retained. For more
information on data purging, see Section 14.4, “Data Purge Behavior”.

Although these settings control the amount of disk space used, changing them later to lower values
may not reclaim disk space automatically, as you would have to dump-and-reload the table, and InnoDB
tables never shrink.

« Configure Online Updates: enables checking for updates online. If your organization uses a HTTP
proxy, you must check the Use HTTP Proxy field, and complete the fields displayed when this is
enabled.

Click the Complete Setup button.
Important

A These settings can also be defined from the command line, or in a script. For more
information, see Chapter 10, Configuration Utilities.

13.2 Setting the Timezone and Locale

If this is the first time launching the MySQL Enterprise Monitor User Interface, you must set your time zone
and locale. Choose the appropriate values from the drop-down list boxes. Setting the time zone ensures
that you have an accurate time reference for any notifications from the MySQL Enterprise Advisors.

Warning
O Set the time zone (and the system clock) correctly because this setting affects how
MySQL Enterprise Service Manager's graphs display data.

The locale determines the default language displayed when logging in to the
MySQL Enterprise Monitor User Interface. This selection overrides the default
browser settings whenever this specific user logs in.

After specifying the time zone and locale, the MySQL Enterprise Monitor User Interface displays the
What's New page.
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Menus and Toolbars

At this point MySQL Enterprise Service Manager's repository is being monitored, and the built-in agent is
attempting to auto-discover additional MySQL instances on the host.

13.3 Menus and Toolbars
This section describes the menus and toolbars of MySQL Enterprise Monitor's user interface.

13.3.1 Target Selection

This section describes the target selection menus.

Figure 13.2 Target Selectors

M Global Summaries Q, Al Targets Q

The target selection menus enable you to filter the information displayed in the selected view. You can
filter on individual assets, such as instances or hosts, or you can filter by groups and topologies, viewing
information on all, or one, of the contents of the selected group, topology, or cluster. The filter uses the
following criteria:

* Global Summaries: select one of the following possible groupings:

« Groups: filter by group. Select a group to view only the information collected for the selected group's
assets.

« Replication Topologies: filter by replication topology. Select a topology to view only the information
collected for the selected topology's assets.

¢ InnoDB Clusters: filter by InnoDB cluster.

Note
@ Group Replications are also listed under InnoDB Clusters.

* NDB Clusters: filter by NDB cluster.

» All Targets: select one of the assets contained by the selection made in Global Summaries, or any one
of the monitored assets if no selection was made in Global Summaries.

Note

@ You can select the required asset or group from the list, or search for the asset by
typing the first few characters of the asset's name. The list is filtered based on the
characters entered.

To cancel the changes and reset the filters, press Esc.

explaining why it cannot be displayed. For example, if you select a group, while
viewing a Topology, the following message is displayed: The current selection does

Note
@ If the asset selection is not supported by the view, a message is displayed
not support the Topology view. Please select a Replication or Cluster topology.
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Navigation Menus

13.3.2 Navigation Menus

This section describes the navigation menus of the user interface.

to the selection made in the View Filters. For example, the Metrics menu, User
Statistics, is displayed only if a MySQL instance is selected, not if a host, agent, or

Note
@ The navigation menus are context sensitive. That is, they are displayed according
All Targets is selected

Overview

Events

Metrics

Overview: opens the Overview dashboard. This dashboard provides a high-level view of the current state
of your monitored assets. For more information, see Chapter 23, Overview. This is the first page displayed
after the initial setup steps are completed.

The Events page lists all the events for the monitored assets to which you have access. See Figure 24.1,
“Events Page with Filter” for more information.

The Metrics menu contains the following links:

» All Timeseries: opens the All Timeseries graphs page. See Section 28.1, “All Timeseries Graphs” for
more information.

» Table Statistics: opens the Table Statistics report. This report enables you to view detailed table
statistics in both table and treemap forms. This page utilizes the sys schema and is only supported on
MySQL versions 5.6 and 5.7.

See Section 28.4, “Table Statistics” for more information.

» User Statistics: opens the User Statistics report. This report enables you to view detailed information
on the database users. This page utilizes the sys schema and is only supported on MySQL versions 5.6
and 5.7.

See Section 28.5, “User Statistics” for more information.

» Database File I/O: opens the Database File I/O page. This page displays details and graphs of latency
statistics taken from Performance Schema 1/O event data.

This page utilizes the sys schema and is only supported on MySQL versions 5.6 and 5.7.

* InnoDB Buffer Pool Usage: opens the InnoDB Buffer Pool Usage block graph. This graph displays a
graphical overview of the data stored in the InnoDB Buffer Pool.

See Section 28.6, “InnoDB Buffer Pool Usage” for more information.

» Processes: opens the Processes report page. The Processes report lists the processes currently
running on the selected MySQL instance. See Section 28.3, “Processes Report” for more information.

This page utilizes the sys schema and is only supported on MySQL versions 5.6 and 5.7.

e Lock Waits: opens the Lock Waits report page. See Section 28.2.3, “Lock Waits Report” for more
information.
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This page utilizes the sys schema and is only supported on MySQL versions 5.6 and 5.7.

* InnoDB Buffer Pool Usage: opens the InnoDB Buffer Pool Usage block graph. This graph displays a

graphical overview of the data stored in the InnoDB Buffer Pool.

See Section 28.6, “InnoDB Buffer Pool Usage” for more information.

Statements

Opens the Query Analyzer page. See Chapter 30, Using the Query Analyzer for more information.

Replication

Backups

Replication: opens the Replication view. This provides a detailed view of the current state of your
monitored replication servers. For more information, see Chapter 26, Replication Dashboard.

Backups: opens the Backup view. This provides a detailed view of the configured backups of your
monitored instances. For more information, see Chapter 25, Enterprise Backup Dashboard.

Configuration

Help

Refresh

Instances: opens the Instances view. This provides a detailed view of the current state of your
monitored instances. It also permits the addition, removal, or editing of connections to MySQL instances.
For more information, see Chapter 15, Manage Instances.

Groups: opens the Manage Groups page. For more information, see Chapter 16, Managing Groups of
Instances

Advisors: opens the Advisors page. See Chapter 17, Advisors for more information.

Event Handlers: opens the Event Handlers page. See Chapter 20, Event Handlers for more
information.

Users: opens the Users page. See Chapter 21, Access Control for more information.
Roles: opens the Roles page. See Chapter 21, Access Control for more information.

Settings: opens the Settings page. See Chapter 14, Global Settings for more information.

Diagnostic Report: generates and downloads the user diagnostic file. This file contains information on
the application, property files, stack traces, and all log files.

This file is intended for MySQL Support, to assist them in diagnosing any issues you may have with your
installation.

For more information, see Section D.1, “Diagnostics Report”.

Sets the page to refresh automatically according to a schedule. It is also possible to pause the page
refresh using the pause button adjacent to the Refresh drop-down list.
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User Menu

Note
@ The pause is temporary. If the page is manually refreshed, the pause is canceled
and the defined refresh behavior resumes.

To resume the defined page refresh, click the button again.

13.3.3 User Menu

This section describes the contents of the User menu.

Note
@ This menu is renamed according to the user logged in. If the user is named adni n,
the user menu is labeled admin.

» User Preferences: opens the User Preferences page, enabling the user to change their username, full
name, password, timezone, and locale.

» Logout: ends the current user's session.

13.3.4 Status Summary

The Status Summary bar displays the current status of the monitored hosts and instances. Each icon, and
its adjacent number, link to pages which provide more detalil.

Figure 13.3 Status Summary

Ez Dz e 171

The icons, from left to right, represent the following:

» Hosts Monitored: the number of successfully monitored hosts. Links to the MySQL Instances
dashboard.

Note

@ An agent must be installed on a host to monitor that host. It is not possible to
monitor a host without a local agent installed on it. Only MySQL instances can be
monitored remotely.

* MySQL Instances Monitored: the number of successfully monitored MySQL instances. Links to the
MySQL Instances dashboard.

» MySQL Instances with Bad Connection Configurations: the number of incorrectly configured
instance connections.

* MySQL Instances Unmonitored: the number of running MySQL instances which are not currently
monitored. Links to the Unmonitored MySQL Instances list on the MySQL Instances dashboard.

See Unmonitored MySQL Instances for more information.

» Emergency Events: the number of current emergency events. Links to the Events page and sets the
filter to the status Emergency and state Open.

Note
@ The hosts and instances represented in the Status Summary depend on the
permissions defined for the user. If the user is assigned to a specific group, only the
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issues originating from the servers in that group are displayed in the system status
bar. For example, the Hosts Monitored icon only displays the total number of hosts
in the group assigned to the user's role.

13.3.5 System and User-defined Filters

To create a user filter, you can either create a filter and save it by clicking Save as... menu item, or create
a new filter by clicking New, defining your filter criteria, and clicking Save as....

You can also create a filter by using an existing filter as a template. Select the filter and make your
changes. If you create a named filter based on an existing filter, the -clone is appended to the name when
you edit the new filter. The name can be edited as required.

System filters are listed with a padlock on the left side of their name. These cannot be edited, but can be
used as templates for new filters.

To set a filter as the default, select it in the drop-down list, and select Set as Default from the adjacent
drop-down menu. A star is displayed next to the default filter.

Note
@ If you upgraded from a previous version, and used default filters in that version,
your filters are migrated and renamed User Def aul t.

Named filters are available on the following pages:
* MySQL Instances: contains the following system filters:
« All MySQL Instances: this is the default selection. All instances are displayed.

MySQL Instances Monitored By Old Agents: only displays MySQL instances monitored by agents
older than the current version.

MySQL Instances Using EOL Versions: displays only the End Of Life MySQL instances monitored
by this installation.

» Events: contains the following system filters:
« All Open Events: (default) displays all open events.

< All Availability Events: filters on the Availability (any) advisor selection. Only events generated by
the availability advisors are displayed.

* Open Emergency Events: filters on the current status of Emergency. Only Emergency events are
displayed.

* Open Events with Status of Warning or Greater: filters on the current status of >=Warning. Only
events with status of Warning or higher are displayed.

* Query Analyzer: contains the following system filters:

< Administration Statements: filters on statements of type GRANT, REVOKE, RESET, SET, SHOW,
FLUSH, CACHE, KILL, and SHUTDOWN.

« All Statements: (default) no filtering defined. All statements are displayed.

« DDL Statements: filters on statements of type CREATE, DROP, ALTER, TRUNCATE, and RENAME.
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« DML Statements: filters on statements of type SELECT, INSERT, UPDATE, DELETE, REPLACE,
CALL, LOAD, DO, and HANDLER.

e Prepared Statements: filters on statements of type PREPARE, EXECUTE, and DEALLOCATE.
* Replication Statements: filters on statements of type START, STOP, RESET, and CHANGE
« Statements with Errors: filters on the advanced filter options of Total Errors > 0.

« Statements with Full Table Scans: filters on the advanced filter options of Table Scan notices and
Total Table Scans > 0.

« Statements with Max Exec Time Over 1 Second: filters on the advanced filter options of Max Exec
Time > 1.

e Statements with Temporary Tables: filters on the advanced filter options of Total Temporary
Tables > 0.

< Statements with Temporary Tables on Disk: filters on the advanced filter options of Total
Temporary Disk Tables >0

« Statements with Warnings: filters on the advanced filter options of Total Warnings > 0

« Table Maintenance Statements: filters on statements of type OPTIMIZE, ANALYZE, CHECK,
REPAIR, and CHECKSUM.

* Transactional and Locking Statements: filters on statements of type BEGIN, COMMIT,
ROLLBACK, SAVEPOINT, RELEASE, LOCK, and UNLOCK.

» All Timeseries Graphs: the default filter is All Timeseries Graphs. No filtering, all graphs are
displayed.

» Advisors: the default filter is All Advisors. No filtering, all advisors are displayed.

13.4 What's New

The What's New page provides a simplified interface for providing updates, information about what to do
next, and news related to your My Oracle Support account. By default, the information is automatically
updated every hour.

Access the What's New from the help menu, and select What's New?.
The What's New page is divided into three main sections:

* Welcome to MEM - What's New Highlights, including sections for New users, Existing users, and
previous versions.

* My Oracle Support

* Important Product-Related Announcements

Welcome to MEM

On the left-hand side of the page, this section provides information about new features in MySQL
Enterprise Monitor, what you should do next to complete your set up, and related information. Sections
exist for new and upgraded installations.
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For related information, see Chapter 7, Post-installation Considerations.

My Oracle Support

My Oracle Support is the channel for interacting with Oracle Support across all products. MySQL
Enterprise Monitor (MEM) provides a basic integration with My Oracle Support (MOS), allowing you to see
an up-to-date list of Open and waiting-on-customer support issues in the product.

In Global Settings, provide your own My Oracle Support (MOS) / Oracle SSO credentials. These are stored
encrypted in the MEM repository, and are used to sign in to the MOS services. For more information about
these settings, see Chapter 14, Global Settings.

MySQL Enterprise Monitor periodically checks the status of MOS Service Requests (SRs) associated with
the account with the provided credentials.

Any currently "Open" SRs will be listed on the What's New page.

Any Open SRs that are in a "Waiting on Customer" state, those that need your attention, are also displayed
on the Overview Dashboard.

In both locations, the SRs are linked to the My Oracle Support system for your convenience.

Use the Configure What's New button on the What's New page to control if the MOS check should be
performed, and also to force an immediate update of the status of MOS Support Requests.

Manager must have access to the My Oracle Support website. If your MySQL
Enterprise Service Manager is not directly connected to the Internet, you can set an
HTTP proxy to help access the information. For more information on configuring an

Note
@ To poll the My Oracle Support site directly, your MySQL Enterprise Service
HTTP proxy, see Section 14.6, “HTTP Proxy Settings”.

Important Product-Related Announcements

This section provides a list of news items from a Web-based news feed. The news feed contains important
information, including, but not limited to:

* New releases of MySQL Products, including MySQL Server and MySQL Enterprise Monitor.
» End-of-life and support changes.

» Urgent errors and notifications.

General Configuration

To configure the operation and forcibly update the information on the What's New page, click the
Configure What's New button at the top-left of the What's New page.

The configurable options are:
» Automatically check for Product-Related Announcements?
To disable the New Announcements updates, deselect the checkbox. Updates are enabled by default.

The last time an update of the New Announcements information was successfully executed is displayed
below the title.
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You can force an update of the New Announcements information by selecting the yes radio button
next to Force check now?. A check will be executed when you click the save button to close the
configuration dialog.

» Automatically check for updates to open My Oracle Support Issues?
To disable the Support Issues updates, deselect the checkbox. Updates are enabled by default.

The last time an update of the Support Issues information was successfully executed is displayed below
the title.

You can force an update of the Support Issues information by selecting the yes radio button next to
Force check now?. A check will be executed when you click the save button to close the configuration
dialog.

Click Save to save your settings. If you selected force an update, the update will take place in the
background. To cancel your changes, click Cancel.
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This chapter describes how to configure your MySQL Enterprise Service Manager installation.

14.1 Server Locale

This locale overrides the operating system locale for use in notifications. Select your locale from the list of
options.

14.2 Server Hostname

This section describes how to define your server hostname.

Figure 14.1 Server Hostname

Server Hostname &

Hostname
My Merm.com

This hostname overides the operating system hestname for use in netifications. It must
be a resolvable hostname.

Port Number

18443
This port cverrides the Apache Tomcat port for use in netifications.
Login Display Name

This text overrides the hostname used on the login page. It's used as an alias for the
operating system hostname.

3
w

ave

Table 14.1 Server Hostname Controls

Name Description

Hostname Defines the hostname used in all notifications. This value must be a
valid hostname.

Port Number Defines the port number used for natifications. Do not change this
value from the default unless you have altered or redirected the default
port number during installation. An invalid value results in invalid links
in notification messages. Default value is 18443.

Login Display Name Defines the hostname displayed on the login page.
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14.3 Customize MySQL Server Name

This section describes how to configure the display names of your monitored MySQL hosts.

Figure 14.2 Customize MySQL Server Name

Customize MySQL server name

Customize how MySQL server names are displayed in the application. Typically, MySQL server names are
displayed as concatenaftions of the server name and a connection endpoint value (where a connection

endpoint can be a port number, socket etc.).
Show MySQL server names as:
= Reported by agent (Default)
Hostname only
Transformed by substitution expression

Substitution Expression

Example: The expression mysgl=oracle transforms host.mysqgl.com to host.oracle.com

Display connection endpoint values:
= Always (Default)

Never

For non-default values

& save

Table 14.2 Customize

Name

Description

Show MySQL Server Names as:

Defines how hostnames are displayed. The following display settings
are possible:

» Reported by Agent (default): the MySQL server names are
displayed exactly as reported by the monitoring agent.

* Hostname only: only the host name is displayed, omitting suffixes
such as conpanynane. com

» Transformed by substitution expression: enables the
Substitution Expression field. This enables you to replace some,
or all, of the hostname with custom values.

Substitution Expression

Enables you to substitute your hostnames with custom values.
These substitutions can be simple substitutions, or more complex
regular expressions. The substitution expression is a name-value
pair, with the original value, or regular expression on the left, and the
substitution value on the right.

You can include multiple, comma-separated, substitutions.

For example:

dx521\ . exanpl e\ . coneSt agi ng

dx984[ . ] exanpl e[ . ] com=Pr oduct i on

dat abase-server-(.*?)\.exanpl e\. conF$l

Ndat abase-server-="", [.]exanpl e[.]con$="", dx521="St agi ng DB"

More complex substitutions are possible by using a regular
expression. For more information on the syntax used in these regular
expressions, see Regular Expression Constructs.
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Data Purge Behavior

Name Description

Display Connection Endpoint |Defines how connection endpoint values are displayed. The following
Values display settings are possible:

» Always (default): endpoint values are always displayed.
* Never: endpoint values are never displayed.

e For non-default values: endpoint values are displayed only if they
differ from 3306 and / t np/ nysql . sock.

14.4 Data Purge Behavior

Data Purge Behavior enables you to automatically remove old data from the repository according to a
schedule. The default purge interval is 4 weeks. To purge data, change this setting by choosing from the
drop-down list. Choosing 12 nont hs, for example, removes all data that is older than a year

Figure 14.3 Data Purge Behavior

Data Purge Behavior a

Remove Non-Aggregated Metric Data Older Than
4 Weeks M

Remove Hourly Aggregated Metric Data Older Than
1 Years y
Remove Daily Aggregated Metric Data Older Than
10 Years v
Remove Query Analyzer Data Older Than

4 Weeks M

E» save

Purging data permanently removes information from the repository. Events derived from that data are
purged with the data.

Note
@ The purge functionality purges closed events and related data, only.

The purge process is started approximately once every day, or when the MySQL Enterprise Monitor User
Interface is restarted. If you change the purge duration from a large timespan to a smaller one, the data is
purged in increments of one hour, from oldest to newest, until the new data retention policy is met. This is
done to reduce the load on the repository.

You can configure the data purge behavior in the following ways:

* Remove Non-Aggregated Metric Data Older Than: configures the duration that the non-aggregated
data collected from your monitored assets is retained. This includes all data collections, including CPU,
memory and connections and activity statistics.

 Remove Hourly Aggregated Metric Data Older Than: configures the duration that the hourly
aggregated data collected from your monitored assets is retained. This includes all data collections,
including CPU, memory and connections and activity statistics.
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 Remove Daily Aggregated Metric Data Older Than: configures the duration that the daily aggregated

data collected from your monitored assets is retained. This includes all data collections, including CPU,
memory and connections and activity statistics.

» Remove Query Analyzer Data Older Than: configures the duration that the query analyzer statistics
and information about individual queries is retained.

Notes for setting purge behavior:

e Purging can be carried out manually by enabling i nnodb_fi | e _per _t abl e for the repository
database and using an OPTI M ZE TABLE operation to reclaim space from deleted rows in the table.

« If you change the purge value from a high value to a very low value, the space used by the purged data
is not reclaimed from the InnoDB tablespaces. Do this by running OPTI M ZE TABLE on the MySQL
tables for MySQL Enterprise Service Manager to reclaim the space from the purged rows.

14.5 My Oracle Support Credentials

You can specify the credentials for logging into the My Oracle Support site. These must match the user
name and password that you have registered with Oracle for access to the support site.

Figure 14.4 My Oracle Support Credentials

My Oracle Support Credentials

These credentials are used to retrieve and display your open Service Requests (for those with an active
customer account only).
My Oracle Support Login (Email Address)

Password

Confirm Password
& save

14.6 HTTP Proxy Settings

Enter your HTTP Proxy details, if you use a proxy to connect to the internet. If you use a proxy, and these
values are not set, the What's New frame cannot update.

Figure 14.5 HTTP Proxy Settings

HTTP Proxy Settings

Proxy Host:port
Proxy Username
Proxy Password

Confirm Password

110



External Authentication

14.7 External Authentication

Table 14.3 External Authentication

Name Description

Disabled No external authentication system is used. All user authentication is
performed in MySQL Enterprise Monitor.

LDAP Authentication Enables the LDAP configuration. Populate the fields as required by your
LDAP installation.

Active Directory Enables the Active Directory configuration. Populate the fields as required

Authentication by your Active Directory installation.

Is Authoritative To make the selected authentication system the authoritative authentication

mechanism, check Is Authoritative.

Important

A ‘ If you select this option, and the LDAP service is

misconfigured, you can lock yourself out of MySQL
Enterprise Monitor entirely.

External Authentication

Enables you to configure external authentication using LDAP or Active Directory.
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Figure 14.6 External Authentication Settings: LDAP

External Authentication

| LDAP Authentication « | Is Authoritative

Domain

Primary Server Hostname

Secondary Server Hostname (optional)

Connect timeout (seconds)
60

Read timeout (seconds)
60
Encryption

Referrals

¥ LDAP Server Allows Anenymous Binds
Authentication Mode

User Full MName Attribute Name

= Search by User Distinguished Name (DN) Pattern

User Search Pattern

Search by User Attribute Pattern
User Search Base (leave blank for top level)

Search entire subtree Search Nested Roles
User Search Attribute Pattern

Map LDAP Roles to Application Roles

& save

Table 14.4 LDAP Authentication

Name

Port Number
389

Port Number
389

Description

Primary Server Hostname and Port
Number

Hostname or IP address of the primary LDAP directory server,
and the Port number of the primary LDAP server. You must
change this option to the port used for SSL connections if you
have enabled encryption.

Secondary Server Hostname and Port
Number

Hostname or IP address of the secondary LDAP directory
server. Port number of the secondary LDAP server. You must
change this option to the port used for SSL connections if you
have enabled encryption.

Connect Timeout (seconds)

Time elapsed without establishing a connection to the LDAP
server. If a connection is not established within the defined
number of seconds, an error is returned.
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Name

Description

Read Timeout (seconds)

Time elapsed without a response to a request for data from
the LDAP server. If no response is received within the defined
number of seconds, an error is returned.

Encryption Encryption type required for communication with the LDAP
server(s). Supported options are None, StartTLS, and SSL.
Referrals Authentication follows the referrals provided by the server.

The default is to use whatever the LDAP directory server is
configured to do.

External Authentication Server Allows
Anonymous Binds

Optionally allow Anonymous binds. When unchecked, MySQL
Enterprise Monitor provides for a pre-auth bind user to lookup
account records. For Active Directory, the most common

user account attribute is sAMAccount Nane, whereas it

is common for Unix-based LDAP to use CN. If the Active
Directory server is not configured to honor CN binds, it cannot
fetch credentials.

Authentication Mode

The authentication mode to use.

» Bind as User: binds to the LDAP directory using the
credentials given to login to MySQL Enterprise Service
Manager

» Comparison: requires an LDAP login/password that
can see the configured password attribute to make a
comparison with the given credentials.

User Full Name Attribute Name

Define the user fullname attribute. This enables the system to
return the fullname of the user.

Search by User Distinguished Name
(DN) Pattern

In the User Search Patternfield, define the pattern specifying
the LDAP search filter to use after substitution of the
username, where {0} defines where the username should be
substituted for the DN.

Search by User Attribute Pattern

In the User Search Base (leave blank for top level) field,
define the value to use as the base of the subtree containing
users. If not specified, the search base is the top-level
context.

To search the entire subtree, starting at the User Search Base
Entry, enable Search entire subtree. If disabled, a single-
level search is performed, including only the top level. To
include nested roles in the search, enable Search Nested
Roles.

User Search Attribute Pattern

The attribute pattern to use in user searches.

Map External Roles to Application
Roles

Specifies whether the roles defined in LDAP should map

to MySQL Enterprise Monitor application roles. If enabled,
and LDAP is not configured to be authoritative, if a user
authenticates successfully via LDAP and has a valid mapped
role, they are granted permissions to the application. Roles
are mapped according to the entries in the Application Role/
LDAP Role(s) fields, which take comma-separated lists of
LDAP roles to map to the given MySQL Enterprise Monitor
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Name |Description

roles. If you select this option, additional fields are displayed
which enable you to configure how roles are found in the
LDAP server.

Active Directory Authentication

Enables you to configure Active Directory authentication.

Table 14.5 Active Directory Authentication

Name Description

Domain The Active Directory Domain.

Primary Server Hostname Hostname of the Active Directory server to use.

Secondary Server Hosthame Secondary Active Directory hostname. This is optional.
(optional)

Map LDAP Roles to Application Whether the roles defined in Active Directory can be mapped to
Roles those defined in MySQL Enterprise Monitor.
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The Manage Instances view presents information on the current connection status of all monitored
instances. It also presents information on unsuccessful connections, uncontactable agents, and MySQL
instances which are not yet monitored.

To open the Manage Instances view, select Instances from the Configuration section of the navigation
menu.

The Instances view contains the following:

» MySQL Instance Details: this list is displayed by default. It lists all the currently monitored instances. If
there is a problem with a connection to one of those instances, it is highlighted in red.

For more information, see Section 15.2, “Monitored Instance Details”.

» Unreachable Agents: displayed only if a previously contactable agent is no longer contactable.
For more information, see Unreachable Agents.

» Bad MySQL Connections: displayed if misconfigured connections exist.
For more information, see Bad Connection Configurations.

» Unmonitored MySQL Instances: lists the number of MySQL instances which are available, but
currently unmonitored by MySQL Enterprise Monitor.

For more information, see Unmonitored MySQL Instances.
15.1 Manage Instances Controls
This section describes the controls on the Manage Instances view.

Alert Buttons

The alert buttons list the number of problematic instances, connections, and agents in your
implementation. If a problem exists, they are displayed on the top-right side of the view.

MySQL Instances is set to Read-Only, the buttons are visible, but inactive, and it is

Note
@ These buttons depend on the permissions defined for the user. If the permission
not possible to open the associated lists.
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e Unmonitored MySQL Instances: lists the number of MySQL instances which are available, but
currently unmonitored by MySQL Enterprise Monitor. Click to open the Unmonitored MySQL Instances
list. See Unmonitored MySQL Instances for more information.

» Bad MySQL Connections: displays the number of misconfigured connections to MySQL instances.
Click to open the Bad Connection Configurations list. See Bad Connection Configurations for more
information.

* Unreachable Agents: lists the number of agents which are currently uncontactable. Click to open the
Unreachable Agents list. See Unreachable Agents for more information.

Bad Connection Configurations

This section lists the connection configurations which are unable to establish a connection with the MySQL
instance.

Table 15.1 Bad Connection List

Name Description

Agent Host Lists the hostname of the monitoring agent.
Connection Lists the IP address defined in the connection string.
Details

Last Error Date Date and time of the last occurrence of this error.

Error Details Cause of the error.

If the bad connection results from a misconfiguration, select Edit Connection from the drop-down menu.
The connection configuration window is displayed, enabling you to review and edit the connection.

To delete the bad configuration, select Delete Connection from the drop-down menu.

Unreachable Agents

This section lists the agents which are configured, and were communicating with the Service Manager, but
cannot be contacted.

Table 15.2 Unreachable Agents

Name Description
Agent Hostname of the server on which the agent is installed.
State State of the agent. For example, if the agent is shut down properly, it signals

the Service Manager that it is shutting down, and the state is displayed as
SHUTDOWN. If the agent did not shutdown properly, if its host shutdown
unexpectedly, or due to a network fault, the state displayed is TIMEDOUT.

Last Seen Time and date at which the agent last contacted the Service Manager.
Version Agent version.

UuID The unique identifier of the agent.

Agent Directory Agent installation directory.

Unmonitored MySQL Instances

This section lists the running MySQL instances which have been detected but not added to the system.
You can monitor, ignore, or cancel these connections if pending.
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To begin monitoring one, or more, of the unmonitored instances, select them using the check boxes and
click Monitor Instances. The add instance dialog is displayed and is auto-populated with the agent name,
instance address, and so on. For more information on adding connections, see Section 15.3.1, “Adding a
MySQL Instance”.

To ignore instances, make your selection and click Ignore Instances. A check box, Display n ignored
instances is displayed, where n is the number of instances ignored. To undo the ignore, and display

the instance, check the Display n ignored instances check box, select the instance and click Show

Instance.

If no unmonitored instances are present, the ignored instances are listed instead.

Important
A If an ignored instance is uninstalled, the ignored instance is removed from the list of
unmonitored instances.

To cancel a pending connection, select the pending connection and click Cancel Pending Connections.

Table 15.3 Unmonitored MySQL Instances

Name Description

Host The server on which the running MySQL instance
was discovered.

Connecting Whether a connection is being attempted with the
instance.

Port/Socket Port or socket on which the MySQL instance is
listening.

Process ID The process ID of the running instance.

Process User: Group ID of the user and group.

Process Arguments The arguments with which the instance was started.

15.2 Monitored Instance Details

The monitored instance section (untitled) lists all the instances currently monitored by this installation and
enables you to delete and edit instance configuration.

Editing Instances

To edit an instance, do the following:
» Select an instance by selecting the check box on the left of the instance name.
 Click Edit Instances. The Edit Instances dialog is displayed.

The Edit Instances window is identical to the Add Instance Connection window described in
Section 15.3.1, “Adding a MySQL Instance”, with the exception of the first tab, Instance Details.

When editing an individual instance, the Instance Details tab enables you to edit the instance Display
Name and add notes on the instance. For example, if the instance name is MySQLServer001, and

Thi sl sMySer ver is added in the Display Name field, ThislsMyServer is displayed in the MySQL
Instance Details list, and everywhere else the instance name is used.
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If you add a note, a note icon is displayed in the Notes column for that instance.

Deleting Instances

To delete an instance, or multiple instances, select the instance(s) and click Delete Instances, or select
Delete Instance from the instance-specific drop-down menu.

Columns

The following columns are available:

Table 15.4 MySQL Instance Details

Name Description

Instance The instance names, in their assigned Groups. If no groups are defined, all
MySQL instances are contained by the All group. The check box enables you
to select all instances.

Notes Displays a note icon, if a note was defined on the Instance Details tab. If a note

was defined, hover the cursor over the note icon. The note is displayed as a
tooltip.

Versions: MySQL

Displays the version of the monitored MySQL instance.

Versions: Agent

Displays the version of the monitoring agent.

Versions: Operating

Displays the type and version of operating system on which the MySQL

System instance is installed.
Port Displays the configured MySQL port.
Data Dir Displays the configured data directory of the MySQL installation.

Group and Instance Context Menu

do not have the required permissions, some or all of these menu items may be

inactive.

Note
@ The menu items listed in this section depend on the permissions defined. If you

The group-level context menu contains the following:

» Support Diaghostics: Opens the Support Diagnostics page. This enables you to generate a set
of reports which you can send to MySQL Support as an attachment to a reported issue. This report
can take several minutes to generate. The reports archive also includes a SQL dump of the Advisor
Schedules, Inventory and Configuration schemas.

The instance-level menu contains the following:

« Edit Instance: opens the Edit Instance dialog.

» Delete Instance: deletes the instance from MySQL Enterprise Service Manager.

Important
A It is not possible to delete the repository from the list. If you delete it, it is
automatically restored to the list.
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» Refresh Inventory: forces an inventory of the selected instance.

» Support Diaghostics: opens the Support Diagnostics dialog. This enables you to generate a set
of reports which you can send to MySQL Support as an attachment to a reported issue. This report
can take several minutes to generate. The reports archive also includes a SQL dump of the Advisor
Schedules, Inventory and Configuration schemas.

Important

A The Configuration schema may contain login credentials. However, these
credentials are encrypted using keys which are not stored in the repository and
are not included in the Support Diagnostics report.
Important

A Generating a diagnostic report is an expensive operation, the Diagnostics
Report report is cached for six hours. All requests within this six hour time period
download the cached report. A request after this period triggers generation of a
new report.

» Enable Event Handler Blackout: stops all Event Handlers associated with the selected instance.
Events continue to be generated and advisors continue evaluating the data collected by the agent
monitoring the selected host, but all event handlers are suspended for the selected instance.

15.3 Adding Instances

This section describes how to add MySQL Instances to MySQL Enterprise Monitor. The following topics
are described:

e Section 15.3.1, “Adding a MySQL Instance”

» Section 15.3.2, “Adding Multiple MySQL Instances”

Note

@ These buttons depend on the permissions defined for the user. If the permission
MySQL Instances is set to Read-Only, the buttons are visible, but inactive, and it is
not possible to add instances.
To add instances, the permission MySQL Instances must be set to Administer.

See Chapter 21, Access Control for more information.
15.3.1 Adding a MySQL Instance
This section describes how to monitor a MySQL instance.

Connection Settings

The Connection Settings tab
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Figure 15.1 Add Instance Connection Settings

Connection Settings . Encryption Settings " Advanced Settings | Group Settings

Monitor From

| dfunkier

Connect Using
TCPR/IP v

Instance Address

Admin User

root

Port

3306

Admin Password

Auto-Create Less Privileged Users

Yes v

General User

Limited User

General Password

Limited Password

Iy Add Instance €3 Cancel

Table 15.5 Connection Settings Tab

Name

Description

Monitor From

Select an Agent from the list of Agents to monitor this MySQL database
Instance.

It is recommend installing one Agent per Host and using that Agent to
monitor all its MySQL Instances.

Set up the Agent as a local connection by specifying TCP/IP and an
Instance Address of 127.0.0.1, or use a socket file. If there is no local
Agent on the Host and you are unable to install one, use the built-in or
another Agent to monitor remotely.

Note
g If the instance is monitored remotely, it is not

possible to retrieve any information on the host.
To monitor a host, an agent must be installed on
that host.

Connect Using

Select TCP/IP or a socket to connect to the instance. Socket
connections can only be used for an Agent that is installed on the same
machine as the target instance, and do not work with instances running
on Windows.
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Name Description

Instance Address and Port The IP address, or valid hostname, and port number the instance
is listening on. If the host/agent chosen is local to this instance, you
should use 127.0.0.1 here.

Admin User and Password The root user, or user with the privileges defined in Creating the Admin
User and the password.

Auto-Create Less Privileged Choose Yes to create the General and Limited users on the MySQL
Users instance. You must add a user name and password for both. For more
information on these users, see Section 5.2, “Creating MySQL User
Accounts for the Monitor Agent”.

Choose No if you intend to use the Admin user for all data collection.

Note
g It is strongly recommend to use the General and
Limited user.

General User and Password Add a user name and password for the General User.

Limited User and Password Add a user name and password for the Limited User.

Encryption Settings

Figure 15.2 Add Instance Encryption Settings
Connection Settings . Encryption Settings Advanced Settings Group Settings

Require Encryption
Mo v

Allow Self-Signed Certificates
Mo v

CA Certificate

s Add Instance  [g§ Cancel
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Table 15.6 Encryption Settings Tab

Name

Description

Require Encryption

Defines whether the connection uses TLS for security.

Allow Self-Signed
Certificates

Specifies whether the connection permits self-signed certificates.

CA Certificate

Advanced Settings

Paste the CA certificate's contents here.

Note
@ This is not required if you are using a self-signed
certificate.

Figure 15.3 Add Instance Advanced Settings

Connection Settings I Encryption Settings [ Advanced Settings | Group Settings .

Discover Replication Topologies

Yes v

My SQL Instance |dentity Source

Default

Inventory Table Schema

rmysql

Connection Timeout
10000

Socket Timeout

60000

p Add Instance g3 Cancel

Table 15.7 Advanced Settings

Name

Description

Discover Replication
Topologies

Specifies whether the agent attempts to discover if the instance is part of a
replication group and discover the other members of that replication group.

When performing replication topology discovery, the agent attempts to read
the slave's mast er . i nf o, and use the stored credentials to log in to the
master to read its inventory table and retrieve the master's UUID.

If set to No, no replication discovery is attempted.

MySQL Identity Source

Choose the mechanism used to generate a unique identity for the MySQL
instance if one does not already exist.
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Name

Description

« Default: uses either the ser ver _uui d variable if present, or generates a
random new UUID

* Host Plus Datadir generates a hash of the host identity and the path to
the MySQL instances data directory to create a unigue identity.

Note
@ Host Plus Datadir can be used only if the agent is

running on the same host as the MySQL instance
for this connection.

Inventory Table Schema

When the Agent connects to the MySQL Instance, it creates an inventory
table, if one does not already exist, and stores two rows within it: a
generated Instance UUID, and the host ID.

By default this is created within the mysql database. On shared hosts or
cloud environments this may not be accessible to the Agent user; provide a
database name to override where the inventory table is created.

Connection Timeout

Connection timeout, in milliseconds, used by the JDBC driver.

Socket Timeout

Group Settings

Socket timeout, in milliseconds, used by the JDBC driver.

Enter the groups to which you want to add the instance. It is also possible to define new groups in this field.

least.

To create new groups, you must have the New Group Creation permission set to

Note
@ To add groups, you must have the Server Group permission set to Read-Only, at

Administer.

15.3.2 Adding Multiple MySQL Instances

The Add Bulk MySQL Instances tabs are identical to those used to add a single instance, with the
exception of the Instance Address field, which is replaced by the Connection Endpoints field in the bulk
version. To add multiple MySQL instances, add the comma-separated list of MySQL addresses to the
Connection Endpoints field in the format of Host nane: Por t Nunber .

To add the instances successfully, you must ensure the user credentials, encryption settings, and so on,
are identical across all instances added.

15.4 Monitoring Amazon RDS

This section describes how to monitor a MySQL instance in an cloud environment, such as the Amazon
Relational Database Service (Amazon RDS).

Important

A It is recommended that you use MySQL 5.6, or later, on RDS. It is also possible
to use MySQL 5.5, but you must disable backup and replicas before attempting
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to monitor it using MySQL Enterprise Service Manager. After the agent has
connected, you can enable backup and replicas again.

Remote monitoring is used when monitoring on a cloud. You can use any MySQL Enterprise Monitor Agent
to monitor MySQL instances remotely, including the built-in agent that is automatically installed and started
with MySQL Enterprise Service Manager.

When configuring a MySQL instance to monitor from the Instances view, do the following:

» Do not configure MySQL Enterprise Monitor to auto-create the less privileged Li mi t ed and Gener al
accounts, and instead use the Admin account for all monitoring.

This is set in the Connection Settings tab when adding or editing a MySQL instance to be monitored.
The Auto-Create Less Privileged Users setting defaults to Yes, ensure it is set to No.

» Also under Connection Settings is the Instance Address parameter. Set this to your endpoint, which is
the entry point for your MySQL Server web service.

e Change the inventory table schema for MySQL Enterprise Monitor Agent from "nysql " to an existing,
alternative schema.

This is set in the Advanced Settings tab when adding (or editing) a MySQL instance to be monitored.
The Inventory Table Schema setting defaults to mysql , which is typically not accessible to the Agent
user in a cloud (or shared) environment. Change it to a schema you created.

Your MySQL instance is displayed on the Instances view.

Note

intend to use Query Analyzer, you must enable Performance Schema by setting the
per f or mance_schena parameter to 1 in instance parameter group on the AWS

S MySQL Performance Schema is not enabled by default on Amazon RDS. If you
console and restart the instance.

15.5 Filtering MySQL Instances

To search for specific instances, click the filter icon. The filter is displayed. For information on the named
filters, see Section 13.3.5, “System and User-defined Filters”.

Figure 15.4 MySQL Instance Filter

%« Delete Instances 2 Edit Instances All MySQL Instances v New ~* 4
1] Export Overview as CSV + Expand All X Collapse Al

Server Name Value Server UUID Value
Contains X Contains

Server ID Value Query Analyzer MySQL Version Agent Version
Contains ¥ (any)

Operating System Value
Contains ¥

" Filter

Table 15.8 MySQL Instance Filter

Name Description

Server Name Search on full or partial name of the server.
Server UUID Search on the UUID of the server.
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Name Description

Server ID Search on the server _id.

Query Analyzer Search for servers on which the Query Analyzer is enabled, or not.
MySQL Version Search for specific MySQL version numbers.

Agent Version Search for specific MySQL Enterprise Monitor Agent version numbers.
Operating System |Search on the Operating Systems on which the server is installed.

The Agent Version and MySQL Version fields support the use of range operators (>, < =), enabling you
to define ranges of versions to filter on. For example, setting MySQL Version to <=5. 1 returns all MySQL

instances older than MySQL 5.1.

support the use of partial version numbers, such as "5.". 5 or 5.6 return a result, if

Note
@ Filtering on MySQL or Agent version uses a regular expression which does not
such versions are in use, but a partial version returns an error.
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Chapter 16 Managing Groups of Instances

Groups organize instances into useful collections. For example, you can create groups for development
and production instances. Instances added to each group inherit the Advisors scheduled for that group.

There are two types of group in MySQL Enterprise Monitor: user-defined and replication. User-defined
groups are those created and managed in MySQL Enterprise Service Manager's Manage Groups page.
An instance can belong to one or more groups.

Note

@ You can also define groups and add instances to those groups using the
MySQL Enterprise Monitor Agent configuration utility. For information, see Agent
Connection Utilities. You can use the configuration utility to add connections to
existing groups, or to create a group and add a connection to it, but cannot delete
an existing group.

Replication groups are instances configured in replication topologies. These groups cannot be managed
by MySQL Enterprise Service Manager. MySQL Enterprise Monitor automatically creates groups for
replication topologies. That is, if a master-slave(s) relationship is detected, the relevant group is created to
contain all members of that topology.

Important

dynamically. The selection boxes are grayed out in Replication groups. It is possible

A It is not possible to edit replication group membership. Such groups are populated
to change the Group Name and Group Description, only.

Note
@ NDB Cluster and InnoDB cluster topologies are not manageable and are not
displayed in the Manage Groups page.

The primary uses for groups are:

» Access Control: You can assign users to specific groups. The user sees only those instances in the
group to which they have rights. The groups are associated with Roles, and the users are assigned to
the roles. For more information, see Chapter 21, Access Control.

» Organization: grouping related instances together, in order to ensure consistent Advisor scheduling and
event generation. An instance can belong to multiple groups. It is not possible for instances involved in a
replication topology to belong to multiple groups.

Creating Groups

Important

Creation permission set to Administer. To view groups, they must have the Server

A To create groups, the user must be assigned to a role with the New Group
Group permission set to at least Read-Only.

To open the Groups page, click the Groups link on the Settings menu.
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Figure 16.1 Group Management Page

\Y

Janage Groups

wy Create

Showing all 3

Ac

Cluster Group Name

Loca

Group Description

To create a group, do the following:

1.

2.

Click Create. The Create Group frame is activated.
Define a Group Name and a Description.

It is possible to create empty groups, and add the instances later, or to allow the Agent installations to
add the instances to the groups by adding the group name to the Monitor Group field in the installer.

To add instances to the group, select the Assets tab.
Figure 16.2 Group Assets Tab
gy Create Group
Details Assets
Select Instances

Context Instances

Selected

B> save B3 cancel

Select the required instances by selecting a context. It is not possible to select instances without
selecting a context.

Select All to make all instances available for selection in the Instances field. To filter further, select any
of the existing groups to make their contents available in the Instances field.

Select an instance by clicking in the Instances field and selecting the required instances. This field also
supports auto-complete.

Click the add button to add your selection to the Selected field.

Click Save to save your new group. Click Cancel to discard your changes.
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10. To edit a group, select it in the list, and edit as required.

Note
@ Editing groups requires the user be assigned to a Role with the Server Group
and MySQL Instances permissions set to Administer.

Deleting Groups

To delete a group, you must have be a member of a role with the Server Group permission set to
Administer.

To delete a group, select the group in the groups list and click Delete.
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Chapter 17 Advisors
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This chapter describes MySQL Enterprise Advisors.

Advisors filter and evaluate the information collected by the Monitoring Agents and present it to the Events
page when defined thresholds are breached. There are more than 200 Advisors, all of which are enabled
by default.

The following topics are described in this chapter:
» Section 17.1, “Manage Advisors Page”

e Section 17.2, “Advisor Types”

» Section 17.3, “Advisor Thresholds”

» Section 17.4, “Advisor Schedules”

17.1 Manage Advisors Page
This section describes the main Advisors page.
To display the Advisors page, select Advisors from the Configuration menu.

Figure 17.1 Manage Advisors Page

Manage Advisors

@ Create Advisor & Import/Export
W Edit Selected & Disable Selected « Select Al + Expand Al & Collapse all All Advisors ¥ Mew ¥
Administration Configured: 22 of 22
Agent Configured: 2 of 2
Avallability Configured: 5 of 5 ¥
Backup Configured: 1 of 1
Graphing Configured: 82 of 82
Memory Usage Configured: & of 6 ¥
Maonitoring and Support services Configured: ¢
NDE Cluster Configured: 7 of 7
Uperatmg 5yste'ﬂ Conf gured 5of5 v
Performance Configured: 22 of 22
Query Analysis Configured: 4 of 4
Replication Configured: 19 of 19
schema Configured: 17 af 17
Security Configured: 26 of 26
& Edit Selected ¢ Disable Selected > Select Al w Expand Al & Collapse all
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Advisor Categories

The components and controls of the Manage Advisors page are as follows:

Table 17.1 Manage Advisors Page Controls

Name Description

Edit Selected Opens the edit dialog for the selected advisor. This control can also be used

for multiple Advisors, but it is only possible to change the Schedule for multiple
Advisors simultaneously. You can also edit an advisor using the drop-down
menu adjacent to each advisor's name.

Disable Selected Disables all selected Advisors.

Create Advisor Opens the Create Advisor page.

Import/Export Opens the Custom Rule/Graph Export page. This functionality is for custom
rules and graphs only.

Select All Selects all Advisors.

Expand All Expands all categories.

Collapse All Collapses all categories and clears all selections.

) ] Expands or collapses the Advisor filter. The Advisor filter enables you to filter
Filter Advisors the Advisors, groups and assets. For information on the named filters, see
Section 13.3.5, “System and User-defined Filters”.

Advisor Categories

The following types of Advisor are provided:

Administration: Checks the MySQL instance installation and configuration.
Agent: Checks the status of each MySQL Enterprise Monitor Agent.
Availability: Checks the availability of the MySQL process and the connection load.

Backup: Checks whether backup jobs succeed or fail, required resources, and information about
MySQL Enterprise Backup specific tasks.

Cluster: Checks the status of the monitored MySQL Cluster.
Graphing: Data for graphs.

Memory Usage: Indicate how efficiently you are using various memory caches, such as the InnoDB
buffer pool, MylSAM key cache, query cache, table cache, and thread cache.

Monitoring and Support Services: Advisors related to the MySQL Enterprise Monitoring services itself.
Operating System: Checks the Host Operating System performance.

Performance: Identifies potential performance bottlenecks, and suggests optimizations.

Query Analysis: Advisors related to Queries and Query Analysis.

Replication: Identifies replication bottlenecks, and suggests replication design improvements.

Schema: Identifies schema changes.

Security: Checks MySQL Servers for known security issues.
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It is also possible to create custom Advisors.

To display the Advisors in each category, click on the Category name. For a full description of the default
advisors, see Chapter 19, GUI-Based Advisor Reference and Chapter 18, Expression-Based Advisor

Reference.

Advisors configure the type of data collected by the Agent. If you do not want to monitor for a specific type
of data, disabling the Advisor responsible for that data type instructs the Agents to stop collecting that data.

Advisor Listing Table

The listing table displays all categories, Advisors, monitored instances, and displays information on the

configuration of the Advisors.

The configuration information is displayed in the following columns:

Table 17.2 Advisor Information Listing

Name Description

Item Displays the Advisor name, group name, and monitored instance name. To
expand the Advisor, click the expand icon.

Info Click to display a tooltip which describes the Advisor.

Coverage Displays the Advisor's coverage of the monitored instance. If the Advisor has
been edited for a specific instance, this field is empty for that instance. If the
default Advisor settings are used, this field displays (Covered).

Schedule Displays the defined evaluation schedule. If the Advisor is disabled, this field

displays Disabled for the level at which it was disabled, Advisor, Group or
monitored instance.

Event Handling

Displays the event handling status icons. For more information, see Chapter 20,
Event Handlers.

Parameters

Advisor Menu

Displays the Advisor's configuration details, thresholds, and so on.

To open the Advisor menu, click the drop-down icon next to the Advisor’'s name.

Figure 17.2 Advisor Menu Control

Item

(53] E-Eii'. Binary Running on 64-Bit AMD Or Intel System

The Advisor menu is displayed:

Figure 17.3 Advisor Pop-up Menu

+} Copy Advisor

& Edit Advisor Configuration

i Remove Advisor Configuration
§/ Disable Advisor

1
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Table 17.3 Advisor Edit Menu Controls

Name Description
Copy Advisor Opens the Create New Advisor page and appends - Copy 1 to the Advisor
name. This enables you to define new Advisors based on existing ones.
Note
3 This option is only available for expression-based

Advisors.
Edit Advisor Opens the Edit Advisor dialog. This enables you to change the parameters and
Configuration schedule of the selected advisor.

Remove Advisor Disables the advisor and restores the default values. This is useful if you are
Configuration experimenting with Advisor configuration, misconfigure the Advisor, and want
to start again with the default Advisor configuration.

Disable Advisor Disables the advisor and its associated graphs.
Delete Advisor Deletes the selected advisor.
Note
@ Only available for custom Advisors. It is not possible to

delete the default Advisors.

Group and Host Menu

Each advisor contains the list of all groups defined in MySQL Enterprise Monitor. To see these groups,
expand the contents of the Advisor by clicking on the Advisor's name. This enables you to specify the
Advisors you want to run for each group.

The top-level advisor contains the global configuration for all groups. That is, the configuration at the
advisor-level applies to all groups and hosts it contains. Each nested group, and the monitored hosts
contained in the group, have a drop-down menu enabling you to override the global configuration for each
group or host, or disable the advisor for the specific group or host. Any change in advisor configuration at
the group or host level, overrides the global configuration specified at the advisor level.

To open the Group menu, expand the Advisor and select the drop-down icon next to the Group name. The
same menu is used for each host within the group. The menu contains the following items:

e Override Advisor Configuration: opens the Advisor edit dialog, enabling you to change the Advisor's
configuration for the assets in the group. Changes made at the group level, only affect the assets within
the group.

Important

A If a host, Host1 for example, exists in multiple groups and a configuration override
is applied to one of those groups, it does not affect Hostl. Data is still collected
and events generated for Hostl because it exists in different groups within the
same advisor. To ensure the override applies to Hostl, you must apply the same
override to Hostl in each group which contains it.

» Disable Advisor: disables the Advisor for the selected group or host.
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Advisor Filter

The Advisor filter enables you to search for specific Advisors, groups, hosts, or assets using text or
regular expressions. To open the filter, click the filter button. For information on the named filters, see
Section 13.3.5, “System and User-defined Filters”.

The Advisor Filter is displayed:
Figure 17.4 Advisor Filter Controls

Advisors Groups Assel Name value
Contains

Table 17.4 Advisor Filter Controls

Name Description

Advisors Opens a drop-down menu listing all available Advisors. You can select multiple
Advisors.

Groups Opens a drop-down menu listing all defined groups. You can select multiple
groups.

Asset Name Opens a drop-down menu listing the available search types:
» Contains

* Doesn't Contain
* Regex

* Negative Regex

Value Free text field for the search term or regular expression.
Filter Filters the Advisors list based on the search terms.
Filter & Expand Only available for named filters, not for the system filters. Filters the Advisors

list based on the search terms and expands the categories and Advisors to
display the search results.

Discard Changes Removes any changes made to the saved filter.

Reset Resets all filter values.

17.2 Advisor Types

There are two types of Advisor:
» Expression-based

* GUI-based
Expression-based Advisors

The majority of Advisors use a simple expression to evaluate the data collected by the monitoring Agent.
These expressions use the following syntax:

%/ar i abl eNanme% oper at or THRESHOLD
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where:

» 9%War i abl eNane%is the monitored value. The variables correspond to elements of the data collected by
the Agent.

e oper at or is a mathematical operator such as <, > !, =, and so on.
e THRESHOLD is the Advisor-defined limit for the monitored value.

These expression-based Advisors evaluate the monitored values against the defined thresholds.
Expression-based Advisors can evaluate percentage values, time/duration values, or check for the
existence of specific configuration values.

More complex expressions are also used by concatenating a variety of different variables. It is also
possible to perform calculations on the results returned by these variables within the expressions.

Expression-based advisors are described in Chapter 18, Expression-Based Advisor Reference.

GUI-based Advisors

The GUI-based Advisors contain more configuration options than the expression-based Advisors. These
Advisors evaluate many more values than the expression-based Advisors and do not use the same
expression-based evaluation system.

The following example shows the General section of the Agent Health Advisor:
Figure 17.5 Agent Health - General

General a

Agent CPU Threshold
Notice Threshold
Warning Threshold

#| Critical Thresheld

Emergency Threshold

Memory Usage Threshelds (% of max allowed)
#| Notice Threshold

¢/ Warning Threshold
#| Critical Thresheld

Emergency Threshold
Moving Average Window (minutes)

2 Minutes
Communication ¥
Backlog v

& save B3 cancel

GUI-based advisors are described in Chapter 19, GUI-Based Advisor Reference.

17.3 Advisor Thresholds

Thresholds are the predefined limits for Advisors. If the monitored value breaches the defined threshold, an
event is generated and displayed on the Events page for the asset.
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Advisor thresholds use a variety of different value types, depending on the monitored value. Some use

percentages, such as percentage of maximum number of connections. Others use timed durations, such
as the average statement execution time. It is also possible to check if specific configuration elements are

present or correct.
The following thresholds, listed in order of severity, can be defined for most Advisors:

» Notice: issues which do not affect the performance of the server, but can be used to indicate minor
configuration problems.

» Warning: issues which do not affect the performance of the server, but may indicate a problem and
require investigation.

 Critical: indicates a serious issue which is affecting or can soon affect the performance of the server.

Such issues require immediate attention.

« Emergency: indicates a serious problem with the server. The server is unusable or unresponsive and

requires immediate attention.

Note
@ Not all Advisors require threshold parameters, others do not have any parameters,
such as the Graphing Advisors.

The following image shows an example of threshold definitions on the Parameters tab of an advisor:

Figure 17.6 Threshold Definitions Example

Parameters | Scheuie | ORE

Thresholds
¢/ Notice Threshold

75

#| Warning Threshold
a5

#| Critical Threshold
95

¥ Emergency Threshold

100

& save B3 Cancel

The values shown are taken from the Availability Advisor, Maximum Connection Limit Nearing or

Reached. The values define the percentage of maximum connections at which an event is logged. For

example:

« If the total number of connections is 75-84% of the maximum defined, a Notice event is displayed in the

Events page.

« If the total number of connections is 85-94% of the maximum defined, a Warning event is displayed in

the Events page.

« If the total number of connections is 95-99% of the maximum defined, a Critical event is displayed in the

Events page.
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If the total number of connections is 100% or more of the maximum defined, an Emergency event is
displayed in the Events page.

Time-based Thresholds

The majority of the time-based thresholds use simple duration values, such as seconds, minutes and so
on. These are used to monitor such values as system uptime and, if the value for uptime drops below a
certain value, indicating a restart, trigger an event.

Others use an Exponential Moving Average Window, which monitors values over a predefined time period.
One such advisor is the CPU Utilization Advisor. The moving average window is used because CPU
utilization can spike many times a minute, for a variety of different reasons. Raising an event for each spike
would not be useful. The moving average enables you to monitor CPUs for long durations and take an
average CPU utilization across that duration. Thresholds are defined against that average.

Percentage-based Thresholds

Percentage-based thresholds trigger events based on percentages of a server-defined value. Maximum
number of connections, for example, raises events based on a percentage value of the total number of
connections to the monitored instance or group.

Text-based Thresholds

Text-based thresholds are used to check specific configuration values are properly defined, or to retrieve
success or failure messages for system processes such as backups.

17.4 Advisor Schedules

Schedules define when the Advisors collect data:

Fixed Rate: collects data according to a fixed schedule. If the schedule is set to 1 minute, and the
first data collection is performed at 12:00, the subsequent data collection occurs at 12:01, even if the
previous data collection is not yet complete. This is the default schedule for all Advisors.

Fixed Delay: collects data only after the preceding collection is complete. If the schedule is setto 1
minute, the data collection is performed 1 minute after the preceding collection completed.

Daily: collects data at the defined time. This is useful for collections with a large overhead on the
monitored instance, enabling you to schedule the collection for an off-peak time.

Disabled: deactivates the advisor for all monitored assets, or for the selected group or host.
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This chapter describes the MySQL Enterprise Monitor expression-based Advisors.

18.1 Administration Advisors

This section describes the expression-based Administration Advisors.
» 32-Bit Binary Running on 64-Bit AMD Or Intel System

» Binary Log Debug Information Disabled

e Binary Logging Is Limited

» Binary Logging Not Enabled

» Binary Logging Not Synchronized To Disk At Each Write

» Binary Logs Automatically Removed Too Quickly

» Database May Not Be Portable Due To Identifier Case Sensitivity

» Event Scheduler Disabled

» General Query Log Enabled

» Host Cache Size Not Sufficient

* In-Memory Temporary Table Size Limited By Maximum Heap Table Size
* InnoDB Status Truncation Detected

* InnoDB Strict Mode Is Off

* InnoDB Tablespace Cannot Automatically Expand

» InnoDB Transaction Logs Not Sized Correctly

* Multiple Threads Used When Repairing MyISAM Tables

* MySQL Server No Longer Eligible For Oracle Premier Support
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32-Bit Binary Running on 64-Bit AMD Or Intel System

Next-Key Locking Disabled For InnoDB But Binary Logging Enabled

* No Value Set For MylISAM Recover Options

Table Cache Set Too Low For Startup
» Time Zone Data Not Loaded

» Warnings Not Being Logged
32-Bit Binary Running on 64-Bit AMD Or Intel System

Raises an event if a 32-bit binary is detected running on a 64-bit platform. Most 32-bit binaries can run on
a 64-bit platform. However, for performance reasons, it is recommended to run 64-bit binaries on 64-bit
platforms, and 32-bit binaries on 32-bit platforms.

Default frequency 06:00:00

Default auto-close enabled yes

Binary Log Debug Information Disabled

The binary log captures DML, DDL, and security changes that occur and stores these changes in a binary
format. The binary log enables point-in-time recovery, preventing data loss during a disaster recovery
situation. It also enables you to review all alterations made to your database.

Binary log informational events are used for debugging and related purposes. Informational events are
enabled by setting bi nl og_rows_query | og_event s to TRUE. By default, this advisor generates an
event if ROW or MIXED logging is enabled and bi nl og rows query | og _event s=FALSE.

Note
@ Binary log informational events were introduced in MySQL 5.6.2 and are not
supported by earlier versions of MySQL.

Default frequency 06:00:00

Default auto-close enabled no
Binary Logging Is Limited

The binary log captures DML, DDL, and security changes that occur and stores these changes in a binary
format. The binary log enables point-in-time recovery, preventing data loss during a disaster recovery
situation. It also enables you to review all alterations made to your database.

Binary logging can be limited to specific databases with the - - bi nl og- do- db and the - - bi nl og-
i gnor e- db options. However, if these options are used, your point-in-time recovery options are limited
accordingly, along with your ability to review alterations made to your system.

Default frequency 06:00:00

Default auto-close enabled yes

Binary Logging Not Enabled

The binary log captures DML, DDL, and security changes and stores these changes in a binary format.
The binary log enables point-in-time recovery, preventing data loss during a disaster recovery situation. It
also enables you to review all alterations made to your database.
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Binary Logging Not Synchronized To Disk At Each Write

Default frequency 06:00:00

Default auto-close enabled yes

Binary Logging Not Synchronized To Disk At Each Write

By default, the binary log contents are not synchronized to disk. If the server host machine or operating
system crash, there is a chance that the latest events in the binary log are not persisted on disk. You can
alter this behavior using the sync_bi nl og server variable. If the value of this variable is greater than 0,
the MySQL server synchronizes its binary log to disk (using f dat async() ) after sync_bi nl og commit
groups are written to the binary log. The default value of sync_bi nl og is 0, which does no synchronizing
to disk - in this case, the server relies on the operating system to flush the binary log's contents from time
to time as for any other file. A value of 1 is the safest choice because in the event of a crash you lose at
most one commit group from the binary log. However, it is also the slowest choice (unless the disk has a
battery-backed cache, which makes synchronization very fast).

Default frequency 06:00:00

Default auto-close enabled no

Binary Logs Automatically Removed Too Quickly

The binary log captures DML, DDL, and security changes that occur and stores these changes in a binary
format. The binary log enables point-in-time recovery, preventing data loss during a disaster recovery
situation. It is used on master replication servers as a record of the statements to be sent to slave servers.
It also enables you to review all alterations made to your database.

However, the number of log files and the space they use can grow rapidly, especially on a busy server,
so it is important to remove these files on a regular basis when they are no longer needed, as long as
appropriate backups have been made. The expi re_| ogs_days parameter enables automatic binary log

removal.
Default frequency 12:00:00

Default auto-close enabled yes

Database May Not Be Portable Due To Identifier Case Sensitivity

The case sensitivity of the underlying operating system determines the case sensitivity of database and
table names. If you are using MySQL on only one platform, you don't normally have to worry about this.
However, depending on how you have configured your server you may encounter difficulties if you want to
transfer tables between platforms that differ in file system case sensitivity.

Default frequency 06:00:00

Default auto-close enabled yes
Event Scheduler Disabled

The Event Scheduler is a framework for executing SQL commands at specific times or at regular intervals,
similarly to the Unix crontab or the Windows Task Scheduler.

An event is a stored routine with a starting date and time, and a recurring tag. Unlike triggers, events are
not linked to specific table operations, but to dates and times. Common uses are the cleanup of obsolete
data, the creation of summary tables for statistics, and monitoring of server performance and usage.
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General Query Log Enabled

Default frequency 00:05:00

Default auto-close enabled yes

General Query Log Enabled

The general query log is a general record of what mysql d is doing. The server writes information to this
log when clients connect or disconnect, and it logs each SQL statement received from clients. The general
query log can be very useful when you suspect an error in a client and want to know exactly what the client
sent to mysqld.

However, the general query log should not be enabled in production environments because:
* It adds overhead to the server;

« It logs statements in the order they were received, not the order they were executed, so it is not reliable
for backup/recovery;

* It grows quickly and can use a lot of disk space;
Default frequency 06:00:00

Default auto-close enabled yes

Host Cache Size Not Sufficient

The MySQL server maintains a host cache in memory that contains IP address, host name, and error
information about clients. It uses the host cache for several purposes:

» By caching the results of IP-to-host name lookups, the server avoids doing a DNS lookup for each client
connection, thereby improving performance.

» The cache contains information about errors that occur during the connection process. Some errors are
considered blocking. If too many of these occur successively from a given host without a successful
connection, the server blocks further connections from that host.

If the host cache is not large enough to handle all the hosts from which clients may connect,
performance may suffer and you may lose information about client connection errors.

Default frequency 00:05:00

Default auto-close enabled no

In-Memory Temporary Table Size Limited By Maximum Heap Table Size

If the space required to build a temporary table exceeds eithert np_t abl e_si ze or

max_heap_t abl e_si ze, MySQL creates a disk-based table in the server's temp directory. For
performance reasons it is recommended to have most temporary tables created in memory, and only
create large temporary tables on disk.

Default frequency 06:00:00

Default auto-close enabled yes

InnoDB Status Truncation Detected
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InnoDB Strict Mode Is Off

InnoDB primarily uses the SHOW ENG NE | NNOCDB STATUS command to dump diagnostics information.
As this SHOWSstatement can output a lot of data when running in a system with very many concurrent
sessions, the output is limited to 64 kilobytes in versions < 5.5.7, and 1 megabyte on versions greater than
5.5.7. You are running a version where the truncation limit should be 1 megabyte, however truncation

is still occurring in your system, and the MEM Agent relies on this output to pass back a number of key
InnoDB statistics.

However, InnoDB provides a start up option called i nnodb- st at us-fi | e, which dumps the same output
as SHOW ENG NE | NNOCDB STATUS to a file called i nnodb_st at us. nysql pi d in the datadir. MySQL
Enterprise Monitor Agent reads this file automatically, if it exists, before executing the SHOWstatement.

For more information, see SHOW ENGINE Statement.
Default frequency 00:05:00

Default auto-close enabled no

InnoDB Strict Mode Is Off

To guard against ignored typos and syntax errors in SQL, or other unintended consequences of various
combinations of operational modes and SQL commands, InnoDB provides a strict mode of operations. In
this mode, InnoDB raises error conditions in certain cases, rather than issue a warning and process the
specified command. This is analogous to sql _node, which controls what SQL syntax MySQL accepts,
and determines whether it silently ignores errors, or validates input syntax and data values.

Using the new clauses and settings for ROV FORVAT and KEY_BLOCK_SI ZE on CREATE TABLE and
ALTER TABLE commands and the CREATE | NDEX command can be confusing when not running in strict
mode. Unless you run in strict mode, InnoDB ignores certain syntax errors and creates the table or index,
with only a warning in the message log. However if InnoDB strict mode is on, such errors generate an
immediate error and the table or index is not created, saving time by catching the error at the time the
command is issued.

Default frequency 12:00:00

Default auto-close enabled yes

InnoDB Tablespace Cannot Automatically Expand

If the InnoDB tablespace is not allowed to automatically grow to meet incoming data demands and your
application generates more data than there is room for, out-of-space errors occur and your application may
experience problems.

Default frequency 06:00:00

Default auto-close enabled yes

InnoDB Transaction Logs Not Sized Correctly

To avoid frequent checkpoint activity and reduce overall physical I/O, which can slow down write-heavy
systems, the InnoDB transaction logs should be approximately 50-100% of the size of the InnoDB buffer
pool, depending on the size of the buffer pool.

Default frequency 06:00:00

Default auto-close enabled yes
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Multiple Threads Used When Repairing MyISAM Tables

Multiple Threads Used When Repairing MyISAM Tables

Using multiple threads when repairing MylISAM tables can improve performance, but it can also lead to
table and index corruption.

Default frequency 06:00:00

Default auto-close enabled yes

MySQL Server No Longer Eligible For Oracle Premier Support

To ensure you are running versions of MySQL which are still covered by their support contracts, this
advisor checks for MySQL versions which are no longer eligible for Premier support cover. Specifically for
versions 5.1 and 5.5.

The default thresholds are defined in a numeric format, where version 5.5 is represented as 50500 (Notice
threshold), and 5.1 as 50100 (Warning threshold).

Default frequency 06:00:00

Default auto-close enabled yes

Next-Key Locking Disabled For InnoDB But Binary Logging Enabled

Next-key locking in InnoDB can be disabled, which may improve performance in some situations. However,
this may result in inconsistent data when recovering from the binary logs in replication or recovery
situations. You can disable most gap locks, including most next-key locks, by using - -t r ansacti on-

i sol ati on=READ- COW TTEDor - -i nnodb_| ocks_unsafe_ for _bi nl og=1. Using either is perfectly
safe, but only if you are also using - - bi nl og- f or nat =ROW

Default frequency 06:00:00

Default auto-close enabled yes

No Value Set For MyISAM Recover Options

The nyi sam recover _opti ons system variable (the nyi sam r ecover option before MySQL 5.5.3)
enables automatic MyISAM crash recovery should a MylISAM table become corrupt for some reason. If
this option is not set, then a table is be Mar ked as crashed, if it becomes corrupt, and no sessions can
SELECT from it, or perform any sort of DML against it.

Default frequency 06:00:00

Default auto-close enabled yes

Table Cache Set Too Low For Startup

The table cache size controls the number of open tables that can occur at any one time on the server.
MySQL works to open and close tables as needed, however you should avoid having the table cache set
too low, causing MySQL to constantly open and close tables to satisfy object acc