How Does Geo-replication Work in TiDB
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Part | - Intro to TiDB
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What is TiDB

e Elasticscaling-out
o Transparent to applications, no more manual sharding!
e Always-on
o HA with strong consistency
e SQL
o MySQL dialect
o HTAP=OLTP + OLAP
[ J

ACID semantics Ti D B

A Distributed SQL Database
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The whole picture
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A closer review

Placement Driver (PD) cluster

________________________

Metadata/Data 1 \ Heartbeat/Data balancing
location commands

MySQL wire
protocol

TiDB Server TiKV Server
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Data organization within TiDB

Dictionary order

o i t1_r1 {col1:v1, col2: v2, col3: v3..}

‘ : t1_r1 {col1: v1, col2: v2, col3: v3 ..}

tidb-server

contact_fk 1 | O lastame VARCHAR(S0)

date_of_brth DATE
place_of_brth VARGHAR(50)

ssn CHAR(11)

|
|
|
|
: weight DECIMAL(10)
|
|
|

] contact

d DEQMAL(10,0)
¥ person_id DEQMAL(100)
ype VARCHAR(25)

t2_r1 {col1:v1, col2:v2 ..}

d DEQMAL(10,0)
hobbyname VARCHAR(100)
remark VARGHAR(1000)

Tables (Rows with columns) Key-value pairs within TiKV
ordered by key
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Data organization within TiDB

TiKV Node

Store 1

Region 1

Region 2

Region)

|
Region 4

P PingCAP

Local RocksDB instance

t1_r1

t1_r2

t5_r1
t5_r10
B1_i1_1_1

t1.i1 2.2

t1.i6_1_3

vi

v2

™ Region 1

J \

— Region 2

J \

> Region 3

—

:|> Region 4

PingCAP.com



Data organization within TiDB

e Region (A bunch of key-value pairs, or Split)

o Default total size of one Region: 96MB

m Youcan changeitin configuration [

e Regionis a logical concept
o Allregions within a TiKV node share a same RocksDB

o Region meta : [Start key, End key)

instance .
e Each Region is a Raft group .
o Default: 3 replicas - ROC kSDB

@ “~ RocksDB GRPG
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Region: multiple replicas across different nodes

TiKV Node

[

TiKV Node

TiKV Node

**Region 1**

[

[

Raft

— /Y

Raft

**Region 3**

“* RocksDB
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Region 4

“* RocksDB

“ RocksDB
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Part Il - How does replication work




Raft group Q Q —

e Aregion is managed by a raft group

Report meta

e Possible roles
Leader
o Leader
O FOllower Vote Vote
o Learner
e Leader receives votes from majority followers [ Follower ] [ Follower ]
e Leader manages group and report to PD

. On Failure ..........................
o Follower starts campaign and take over Learner
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vrie 00 e
e Datais written to leader as logs .| TDB

e Leaderreplicates logs to followers and learners
e Logs replicated to majority followers are committed

[ Follower ] [ Follower ]

P o )

Learner
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Read

e Allroles can read TiDB

e Readon leader
o Read immediately if in lease
o Renew lease otherwise [ Leader }
e Readon follower and learner

o Readlogindex on leader Read index Read index
o Read data on follower
4[ Follower ] [ Follower ]
Read index
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Configuration change

e Simple change

o O O O

Can only handle one change at a time
Process as a special write

Change in one step

Quick and easy

______________________

AZ QO AZ 1
Follower Leader ]
Follower Leader |
Follower Leader
Follower Leader

AZ 2 AZ 3

Follower

~

—— JreTTO——— .

Follower - Learner

- N :

Follower [ Follower ]

Follower
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Configuration change

Simple changes can lead to unavailability

. apq T AZZ ......................
Follower Leader ' Follower

Follower Loader | [ Follower Learner
(Fotower | (RN [ Fotower | [ Folower |
..... FouowerLeaderFouower
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Configuration change

Simple changes can lead to unavailability

Joint Consensus

(@)

(@)

Enter joint state first

m Both new and old configuration takes effects

Complicated

________________________

) : :l :
.| Follower . Learner :

AZO AZ 1
Follower Leader
Follower Leader

N\ : ( \é
‘[ Follower ] Follower |:

.

Follower

Leader

Follower
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Commit group

e Majority may not ensure data safety
o Destroy of one AZ can lost writes
e Replicas are assigned to different groups o ;
e Group is calculated according to AZs AZ 0 AZ 1

e Logs commit
| Foll Lead .| Foll
o Majority from configuration [ oTomer ] [ cader ] ;

o Replicated to at least 2 groups
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Commit group

e Adelegate is assigned to a group
o Forwarding logs from leader
e Reduce bandwidth by half o o

Leader — Delegate

[ FoIIower] [ FoIIower] Follower
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Placement rules

e Place replicas by rules
. Rl OO

o Contstraints on replication numbers
o Raftroles
o Geolocation
1 voter
e Work onranges 3 voters 3 voters 1 learner

5 voters 2 learners 2 followers 2 followers

_:l Group=hot
[ Qleamhrs | [ | Group=TiFlash

Group=PD
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Part Ill - Deployment
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Three AZs

e Replicas and leaders are distributed among 3 AZs
e Tolerate one down AZ
e Disavantage

o High latency when request across AZs Client Client Client

PD < PD | PD
ToB |— - TiDB ——| TiDB
| | |
[ 1 I 1 |
Tk || Tikv | | Tikv | | Tikv | | Tk || Tikv
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Three AZs

e Replicas are distributed among 3 AZs
e Placementrulesin PD
o controls leaders and replicas
e Leaders are scheduled relative to client
e Read can be optimized by follower read

Client

Client

Client

PD
TiDB
TiKV TiKV

P PingCAP (D TIDB



Two AZs

e Use even number of replicas

e Safety
o No data lost when either AZ fails

e Availability
o Unavailable when either AZ fails

e Higher cost —

PD
TiDB
TiKV TiKV
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Client

PD
TiDB
TiKV TiKV
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Two AZs
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Odd number of replicas + group commit
Safety is guaranteed by group commit
Primary AZ has more replicas

Failure of secondary AZ can be recover by removing group commit

Client

\ TiDB

PD
TiDB TiDB
TiKV TiKV TiKV TiKV

Client

PD

TiKV

PingCAP.com



Two AZs

e PD manages replication states
e Only Syncstate guarantees safety

P PingCAP

Secondary
failure
timeout

Secondary
catch up all logs

Sync
Recover

Secondary
recover
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Summary

Use raft algorithm to ensure atomicity and consistency
Schedule Leaders to reduce latency using placement rules
Introduce group commit to ensure safety across even AZs
Follower read and replication to reduce bandwidth
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Thank You'!

Twitter: @pingcap @busyjaylee

Slack: #everyone in



https://www.pingcap.com
https://slack.tidb.io/invite?team=tidb-community&channel=everyone&ref=Percona

