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Isn’t it funny how biometrics, a science that has been around for centuries1, did not 
enter the public consciousness until Apple launched Touch ID with the iPhone 5S 
in September 2013? As a result of both government and consumer pressure, biometrics 
adoption has been staggering, and the global market size is now predicted to reach 
$59.31 billion by 2025, with a CAGR of 19.5% during the forecast period2. 

Of course, this technology, like any other, whilst offering tremendous potential, is not 
the be-all and end-all of fraud and cybercrime prevention3. In one incident, for example, 
a Nest doorbell owner was mistaken for an intruder because he was wearing a Batman 
T-shirt. This perhaps goes some way to proving that technology, when taken in isolation, 
is not always capable of protecting an organization or individual from criminals who 
constantly evolve at the incredible pace of the digital age.

Consumer pressure and regulations have been the main drivers. On one hand, 
consumers want more ubiquity, speed and safety. Indeed, consumers are experiencing 
both password fatigue and data breach lassitude. On the other hand, regulations aim to 
protect consumers and ecosystems, whilst fostering innovation and competition. 

As organisations increasingly strive to simplify the user experience and remove friction 
from interactions, some have turned to behavioural biometrics to try and deploy 
dynamic means of authenticating genuine users (e.g. the way you walk, type or even hold 
your phone), in an attempt also to satisfy regulatory pressure. 

The key to successful deployment will come down to one thing: context. Indeed, long 
gone are the days where role-based authentication measures were sufficient to 
manage risk. In fact, as far back as 2014, Gartner predicted that by 2020, role-based 
authentication controls (RBAC) would be superseded by mechaфnisms relying on 
knowledge of attributes (ABAC) and contextual information to make decisions4. Whilst 
we have seen some successful deployments of such methods, they are not yet the 
preferred choice. 

This is perhaps due to the fact that software development methodologies are still 
slow to incorporate ABAC, or that there are not yet enough vendors providing identity 
and attributes services; this could also be due to a lack of interoperability of the 
various deployments, or indeed – whilst competition generates pressure to innovate 
and become more digital – to the fact that legacy applications are slow to migrate 
and that policy and rules are difficult to develop; or indeed because of the increased 
focus on data protection and data privacy. 

Indeed, this last driver is the main reason for the change in consumers’ perception of 
breached organisations5 in recent years, where over half (57%) now blame companies 
rather than criminals if their data is stolen or mishandled. This consumer backlash, 
in response to numerous high-profile data breaches and conducive regulations putting 
consumers in a position of power, has exposed one of the hidden risks of digital 
transformation: the loss of customer trust.
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In our fast moving digital world, regulators are trying to address the multi-faceted 
challenge of protecting consumers, whilst fostering innovation and economic 
development. The ever-increasing amounts of data flowing across ever-blurring 
geographical boundaries make it increasingly difficult to catch up with criminals 
and develop regulations able to cope with new technologies and new crimes.

The business conundrum is therefore to ensure customers are genuine (with secure 
authentication) and to prevent fraud, whilst collecting more data to deliver exciting 
and seamless experiences, all the while maintaining consumer trust and privacy. 
And to that effect, if we examine some of these regulations more closely, it will 
become apparent that many requirements overlap. For example, stringent customer 
authentication and fraud prevention measures are required by PSD26  (Strong 
Customer Authentication; Transaction Risk Analysis), the various Anti-Money 
Laundering regulations/directives (KYC7, eKYC, due diligence), the GDPR8 (protection 
of personal data and sensitive personal data), to name but a few.

Similarly, requirements for incident response and timely disclosure of security incidents 
is required by, amongst others, the PSD2, the GDPR, AML regulations/ directives and 
the NIS Directive9. And last but not least, the requirements for data and information 
security, privacy and protection are common to all of these and many more...

And whilst the regulators grapple with their long regulatory cycles and try to make 
regulations future proof, the world moves on. And consumers adopt more and more 
technologies, and share more and more data, and demand safety. In the meantime, 
mobile device ownership has overtaken personal computers10, with smartphones 
now established as the preferred mode of consumer interaction and social media 
as the third shopping channel11. 

And consumer technology adoption doesn’t confine itself to mobile devices: 
the Internet of Things (IoT) has now infiltrated our lives. Whether it is Alexa, a Nest 
security camera, a fitness monitor, a smart watch or a connected toy12, these 
technologies have endeared themselves to us with their simplicity and convenience, 
often at the expense of security and safety. 

As the socio-economic landscape evolves, with the emergence of the gig-economy, 
the increase in remote and mobile working, the adoption of “everything-as-a-service” 
and cloud  computing, the concept of “identity management” now has  to include what 
people own, share, and use. “Things” are becoming part of our lives and must therefore 
be identified and managed accordingly. “Things” are now part of the “Context” in which 
we interact, and as enterprises increasingly adopt intelligent devices and other 
endpoints (such as BYOD13, electronic tags, sensors, process and distributed control), 
the attack surface grows accordingly. 

The lack of interoperability and standards, combined with the disparity among 
industries and jurisdictions, only serves to increase complexity. And whilst 
a focus on technology is legitimate, we must not lose sight of the human element: 
social engineering is still the dominant cause of data breaches, which reminds us of 
the fact that a good cybersecurity strategy should always include the three elements 
of “People, Process, and Technology”.

Biometric verification. Facial recognition 
based on a polygonal grid created by 
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Undoubtedly, our current landscape not only presents an ever-growing attack 
surface, but also a complex regulatory maze. This complexity has generated 
the need for more and more automation, which itself has engendered an increased 
focus on technologies which deliver such automation (e.g. AI, machine learning, 
behavioral analytics), and the birth of a new buzzword: RegTech, meaning Regulatory 
Technology, or the application of technology to enhance regulatory processes. 

But let’s not be fooled: whilst automation has become a necessary component 
of any cybersecurity strategy, it alone does not make a sensible or even viable 
strategy. Of course, in an ideal world, technology would be able to spot and stop 
crime without human intervention. Unfortunately, one thing gets in the way: Real Life. 

Technology is only ever as good as its designers, and the data available to derive 
insights is neither perfect nor completely accurate. Furthermore, technology can also 
be used against itself, as evidenced by the emergence of methods such as “Adversarial 
Machine Learning” where malicious attacks can be designed to subvert defensive 
technologies in order to appear legitimate or inoffensive.

So let’s not get swept up by the hype, any technology solution claiming absolute 
protection should be treated with caution. Whilst technologies such as AI or behavioral 
biometrics have a legitimate place where a specific risk can be mitigated by their 
use, a good cybersecurity strategy will always come down to common sense: 
any technology, on its own, will not do the job. 

As always, the basics will need to be covered first, and the risks specific to the 
organization will need to be managed, just like any other risk. Technologies will need to 
be deployed, and they will not necessarily be sexy (e.g. endpoint protection, malware 
detection, access management, etc.). And the appropriate processes will need to be 
put in place to make those technologies effective (e.g. incident response, software 
life-cycle management, supply chain governance, patching, encryption, etc.). 

And of course the human element will need to be addressed, both internally and at 
the consumer level (e.g. training, education, end-user policies, acceptable use, etc.). 
Deploying a layered approach, where automation is used and where the processes 
lend themselves to it, will free staff to concentrate on complex cases or reviews 
and value-adding activities. Again, everything has its place, in the right context.
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